Boundaries of Siegel disks – numerical studies of their dynamics and regularity
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Siegel disks are domains around fixed points of holomorphic maps in which the maps are locally linearizable (i.e., become a rotation under an appropriate change of coordinates which is analytic in a neighborhood of the origin). The dynamical behavior of the iterates of the map on the boundary of the Siegel disk exhibits strong scaling properties which have been intensively studied in the physical and mathematical literature.

In the cases we study, the boundary of the Siegel disk is a Jordan curve containing a critical point of the map (we consider critical maps of different orders), and there exists a natural parameterization which transforms the dynamics on the boundary into a rotation. We compute numerically this parameterization and use methods of harmonic analysis to compute the global Hölder regularity of the parameterization for different maps and rotation numbers.

We obtain that the regularity of the boundaries and the scaling exponents are universal numbers in the sense of renormalization theory (i.e., they do not depend on the map when the map ranges in an open set), and only depend on the order of the critical point of the map in the boundary of the Siegel disk and the tail of the continued function expansion of the rotation number. We also discuss some possible relations between the regularity of the parameterization of the boundaries and the corresponding scaling exponents.

PACS numbers: 05.45.Df, 02.30.Nw, 05.10.-a, 05.10.Cc

I. INTRODUCTION

According to a celebrated theorem by Siegel, under certain arithmetic conditions, the dynamical behavior of the iterates of a holomorphic map around a fixed point of the map is very simple – the iterates of the map fill densely analytic topological circles around the critical point. In the domain around the critical behavior where the iterates exhibit such behavior – called Siegel disks, – there exists a complex analytic change of variables that makes the map locally a multiplication by a complex number of modulus 1. On the boundary of a Siegel disk, however, the dynamical behavior of the iterates of the map is dramatically different – for example, the boundary is not a smooth curve. The iterates on the boundary of the Siegel disk exhibit scaling properties that have motivated the development of a renormalization group description. The dynamically natural parameterization of the boundary of the Siegel disk has low regularity. We compute accurately the natural parameterization of the boundary and apply methods from Harmonic Analysis to compute the Hölder exponents of the parameterizations of the boundaries for different maps with different rotation numbers and with different orders of criticality of their critical points.
error of our computation, universal in the sense of renormalization group analysis, namely that they are independent of the map in a small neighborhood in the space of maps. We also performed computations for maps whose rotation numbers have the same “tail” of their continued fraction expansion, and found that our numerical results depend only on the tail.

Our computation of the Hölder regularity are based on the method introduced in [13], which is a numerical implementation of several constructions in Littlewood-Paley theory. This method was also used in [14–17].

For the case of the golden mean rotation number, the fact that the boundaries of Siegel disks are Hölder was proved in [5] assuming the existence of the fixed point of the renormalization operator conjectured in [2]. The existence of a fixed point of a slightly different (and presumably equivalent) renormalization operator was proved in [4]. It seems that a similar argument will work for other rotation numbers with periodic continued fraction expansion provided that one has a fixed point of the appropriate renormalization operator. These arguments provide bounds to the Hölder regularity \( \kappa \), based on properties of the fixed point of the renormalization operator.

Our computations rely on several rigorous mathematical results in complex dynamics. Notably, we will use that for bounded type rotation numbers and polynomial maps, the boundary of the Siegel disk is a Jordan curve, and contains a critical point [18]. See also [19, 20] for other results in this direction. We recall that a number is bounded type means that the entries in the continued fraction of this number are bounded. Equivalently, a number \( \sigma \) is of constant type if and only if for every natural \( n \) and integer \( m \) we have \( |\sigma n - m|^{-1} \leq v n^{-1} \) [21].

It is also known in the mathematical literature that for non-Diophantine rotation numbers (a case we do not consider here and which indeed seems out of reach of present numerical experiments), it is possible to make the circle smooth [22–24] or, on the contrary, not a Jordan curve [25, 26].

The plan of this paper is the following. In Section II we give some background on Siegel disks and explain how to parameterize their boundaries, Section III is devoted to the numerical methods used and the results on the regularity of the boundaries of the Siegel disks and the scaling properties of the iterates. In Section IV we consider some connections with geometric characteristics of the Siegel disk (in particular, its area), in Section V we derive an upper bound on the regularity, and in the final Section VI we recapitulate our results.

II. SIEGEL DISKS AND THEIR BOUNDARIES

A. Some results from complex dynamics

In this section we summarize some facts from complex dynamics, referring the reader to [27, 28] for more details. We consider holomorphic maps of \( \mathbb{C} \) that have a fixed point, and study their behavior around this point. Without loss of generality, in this section we assume that the fixed point is the origin, so that the maps have the form

\[
f(z) = az + O(z^2).
\]  

(1)

(For numerical purposes, we may find more efficient to use another normalization.) We are interested in the case that \(|a| = 1\), i.e., \( a = e^{2\pi i \sigma} \), where \( \sigma \in [0, 1) \) is called the rotation number of \( f \). In our case, we take \( f \) to be a polynomial, so that the domain of definition of the map \( f \) is not an issue.

The stability properties of the fixed point depend crucially on the arithmetic properties of \( \sigma \). The celebrated Siegel’s Theorem [29–31] guarantees that, if \( \sigma \) satisfies some arithmetic properties (Diophantine conditions), then there is a unique analytic mapping \( h \) (called “conjugacy”) from an open disk of radius \( r \) (called the Siegel radius) around the origin, \( B(0, r) \), to \( \mathbb{C} \) in such a way that \( h(0) = 0 \), \( h'(0) = 1 \), and

\[
f \circ h(z) = h(az).
\]

(2)

We note that the Siegel radius is a geometric property of the Siegel disk. It is shown in [32] that \( h \) can be characterized as the conformal mapping from \( B(0, r) \) to the Siegel disk mapping 0 to 0 and having derivative 1. Later in Section IV A, we will show how the Siegel disk can be computed effectively in the cases we consider.

We refer to [33, 34] for some mathematical developments on improving the arithmetic conditions of the Siegel theorem. In this paper we only consider rotation numbers that satisfy the strongest possible Diophantine properties. Namely, we assume that \( \sigma \) is of bounded type and, in particular, perform our computations for numbers with eventually periodic continued fraction expansions (see Section II C for definitions). In this case, there is an elementary proof of Siegel’s Theorem [35].

Let \( r_S \) stand for the radius of the largest disk for which the map \( h \) exists. The image under \( h \) of the open disk \( B(0, r_S) \) is called the Siegel disk, \( D \), of the map \( f \). For \( r < r_S \), the image of each circle \( \{ w \in \mathbb{C} : |w| = r \} \) under \( h \) is an analytic circle. The boundary, \( \partial D \), of the Siegel disk, however, is not a smooth curve for the cases considered here.

The paper [1] contains numerical observations that suggest the dynamics of the map \( f \) on \( \partial D \) satisfies some scaling properties. These scaling properties were explained in certain cases by renormalization group analysis [2, 4, 11, 12, 36]. These scaling properties suggest that the boundaries of Siegel disks can be very interesting fractal objects.

Clearly, the Siegel disk cannot contain critical points of the map \( f \). It was conjectured in [1] that the boundary of the Siegel disk contains a critical point. The existence of critical points on the boundary depends on the arithmetic properties of \( \sigma \) and it may be false [25], but it is true under the condition that the rotation number is of bounded type [18], which is the case we consider in this paper. See also [37].
Let $f$ be a map of the form (1), and $c$ be its critical point that belongs to the boundary of the Siegel disk of this map (we will only consider cases where $∂D$ contains one critical point). Let $d$ be the multiplicity of the critical point $c$, i.e., $f^{(k)}(c) = 0$ for $k = 1, 2, \ldots, d$, and $f^{(d+1)}(c) \neq 0$. We will call $d$ the order of the critical point.

Noticing that, for the map (4),

$$f'_{m,σ,β}(z) = e^{2πiσ}(1 - z)^{m + 1} \left(1 - \frac{z}{β}\right),$$

we see that $f'_{m,σ,β}(0) = 0$, $f''_{m,σ,β}(0) = e^{2πiσ}$, and, more importantly, if $β \neq 1$, the point $z = 1$ is a zero of $f''_{m,σ,β}$ of multiplicity $m$, while, for $β = 1$, the point $z = 1$ is a zero of $f'_{m,σ,β}$ of multiplicity $m + 1$. As long as the critical point $z = β$ is outside the closure of the Siegel disk, the scaling properties of the iterates on $∂D$ in the case of Diophantine $σ$ are determined by the order $d$ of the critical point $z = 1$. Below by “critical point” we will mean the critical point that belongs to $∂D$. One of the goals of this paper is to study how the regularity and the scaling properties depend on the order of the critical point.

In Figure 2 we show about 16 million iterates of the critical point $c = 1$ of the maps $f_{d,(2^∞),1+3i}$ for order $d = 1, 5,$ and 20, of the critical point $c = 1$ (the other critical point, $β = 1+3i$, is not in the closure of the Siegel disks, so is irrelevant for the problem studied). Note that, especially for highly critical maps, the iterates approach the critical point very slowly because the modulus of the scaling exponent becomes close to 1 (see Table II).

**B. Parameterization of the boundary of a Siegel disk**

In the cases considered here, the boundaries of Siegel disks cannot be written in polar coordinates as $r = R(θ)$ (because some rays $θ = \text{const}$ intersect $∂D$ more than once). In this section we explain how to parameterize $∂D$, and define the functions whose regularity we study numerically.

Once we know that a critical point $c$ is in the boundary of the Siegel disk $D$ (which in the cases we consider is guaranteed by the results of [18]), it is easy to obtain a parameterization of the boundary which semiconjugates the map $f$ to a rotation.

It is known from the mathematical theory that $h$ – which is univalent in the open disk $B(0, r_S)$ – can be ex-

$$σ = m \text{ of multiplicity we see that } f(\text{FIG. 1: Critical points } c \text{ and Siegel disks of the map (3) for } σ = (1^∞) = \frac{1}{2}(\sqrt{5} - 1) (\times \text{ and a thin line}), σ = (5^∞) = \frac{1}{2}(\sqrt{29} - 5) (+ \text{ and a thick line}), \text{ and } σ = (51^∞) = \frac{1}{2}(9 - \sqrt{5}) (x \text{ and a dotted line}).$$

In Figure 1 we show the Siegel disks of the map

$$f(z) = e^{2πiσ}z + z^2$$

(3)

for different rotation numbers $σ$ (for the notations for $σ$ see Section II C). In all cases the only critical point, $c = -\frac{1}{β}e^{2πiσ}$, is simple: $f'(c) = 0$, $f''(c) = 2 \neq 0$.

In this paper we study maps of the form

$$f_{m,σ,β}(z) = \frac{1}{β}e^{2πiσ}[g_{m+1}(z) - (1 - β)g_m(z)],$$

(4)

where $m \in \mathbb{N}$, $β$ is a complex parameter, and the function $g_m : \mathbb{C} \to \mathbb{C}$ is defined as

$$g_m(z) = \frac{1}{m + 1}[1 - (1 - z)^{m+1}],$$

FIG. 1: Critical points $c$ and Siegel disks of the map (3) for $σ = (1^∞) = \frac{1}{2}(\sqrt{5} - 1) (\times \text{ and a thin line}), σ = (5^∞) = \frac{1}{2}(\sqrt{29} - 5) (+ \text{ and a thick line}), \text{ and } σ = (51^∞) = \frac{1}{2}(9 - \sqrt{5}) (x \text{ and a dotted line}).$
tended to the boundary of \( B(0, r_S) \) as a continuous function thanks to the Osgood-Taylor-Carathéodory Theorem (see, e.g., [38, Section 16.3] or [39, Section IX.4]).

A dynamically natural parameterization \( \chi \) of \( \partial D \) is obtained by setting

\[
\chi(t) = h \left( r_S e^{2\pi i (t+\theta)} \right),
\]

where \( \theta \) is a constant to be chosen later. From (2), it follows that

\[
f \circ \chi(t) = \chi(t + \sigma)
\]

with \( \chi(0) = c \). Since we know that in our cases the critical point \( c \) is in \( \partial D \), \( |h^{-1}(c)| = r_S \), and we can choose \( \theta \) so that

\[
\chi(0) = h(r_S e^{2\pi i \theta}) = c.
\]

In summary, the function \( \chi : \mathbb{T} \to \mathbb{C} \) defined by (5) and (7) is a parameterization of \( \partial D \) such that the dynamics of the map \( f \) on \( \partial D \) is a rotation by \( \sigma \) on the circle \( \mathbb{T} \), and \( \chi(0) \) is the critical point.

Iterating \( n \) times (6) for \( t = 0 \), and using (7), we obtain

\[
\chi(n\sigma) = f^n(c).
\]

Since the rotation number \( \sigma \) of \( f \) is irrational, the numbers \( n\sigma \) (taken mod 1) are dense on the circle \( \mathbb{T} \), and the iterates \( f^n(c) \) of the critical point \( c \) are dense on \( \partial D \) as well. Hence, using equation (8), we can compute a large number of values of \( \chi \) by simply iterating \( f \).

Our main object of interest are the real, \( \Re \chi \), and imaginary, \( \Im \chi \), parts of the function \( \chi \). In Figure 3 we have shown the graphs of the real and imaginary parts of \( \chi \) parameterizing the boundary of the Siegel disk of the map (3) for two different rotation numbers.

### C. Continued fraction expansions and rational approximations

In this section, we collect some of the notation on continued fraction expansions.

Let \( A = (a_1, a_2, \ldots, a_p) \) be a finite sequence of \( p \) natural numbers \( a_j \in \mathbb{N} \); for brevity, we will usually omit the commas and write \( A = (a_1 a_2 \ldots a_p) \). Let \( B = (b_1 b_2 \ldots b_q) \) be another sequence of natural numbers \( b_j \in \mathbb{N} \), \( j = 1, 2, \ldots, q \). \( AB := (a_1 a_2 \ldots a_p b_1 b_2 \ldots b_q) \) stand for the concatenation of \( A \) and \( B \), and \( A^\infty \) stand for \( AA \cdots A \) (\( n \) times). Let \( |A| = p \) denote the length of \( A \).

For \( a \in \mathbb{N} \) define the function \( F_a : (0, 1) \to (0, 1) \) by

\[
F_a(x) := \frac{1}{a + x}.
\]

Similarly, for \( A = (a_1 a_2 \ldots a_p) \), define the function \( F_A : (0, 1) \to (0, 1) \) as the composition

\[
F_A(x) := F_{a_1} \circ F_{a_2} \circ \cdots \circ F_{a_p}(x).
\]

Let \( f \) be a map of the form (1) with an eventually periodic rotation number \( \sigma = \langle AB\rangle \) with length of its
Let $f(T) = f(T + 2\pi)$ be an odd function. If it can be computed efficiently, we are given the values of $f(t)$ on a dyadic grid, and for some large $m$, where $M$ is some natural number and $m = 0, 1, \ldots, 2M - 1$. Unfortunately, the computation indicated in (8) gives the values of the function $\chi = \Re \chi + i \Im \chi$ on the set $\{n\sigma\}_{n=0}^N$ of translations by the irrational number $\sigma$. Therefore, we need to perform some interpolation to find the approximate values of $\chi$ on the dyadic grid, after which we Fast Fourier Transform (FFT) can be computed efficiently.

Hence, the algorithm to assess the regularity is the following.

1. Locate the critical point $c$ (such that $f'(c) = 0$).
2. Use equation (8) to obtain the values of the function $\chi$ at the points $\{n\sigma\}_{n=0}^N$ for some large $N$.
3. Interpolate $\Re \chi$ and $\Im \chi$ to find their approximate values on the dyadic grid $\{2^{-m}M\}_{m=0}^{2^M - 1}$.
4. For a fixed value of $\eta$, compute the value of the left hand side of (11) for several values of $\tau$ by using FFT (for $\phi = \Re \chi$ and separately for $\phi = \Im \chi$); do this for several values of $\eta$.
5. Fit the decay predicted by (11) to find the regularity $\kappa$.

Let us estimate the cost in time and storage of the algorithm above keeping $2^M$ values of the function. Of course, locating the critical point $c$ is trivial. Iteration and interpolation require $O(2^M)$ operations. Then, each of the calculations of (11) requires two FFT, which is $O(2^M \ln(2^M)) = O(M 2^M)$. In the computers we used (with about 1 GB of memory) the limiting factor was the storage, but keeping several million iterates of $f$ and its first derivative is what we did.
computing $2^{23} \approx 8 \times 10^6$ Fourier coefficients of $\Re \chi$ and $\Im \chi$ was quite feasible. (Note that a double precision array of $2^{23}$ double complex numbers takes $2^{27}$ bytes = 128 MB and one needs to have several copies.)

The iterates $f^n(c)$ were computed by using extended precision with GMP – an arbitrary-precision extension of C language [43]. This extra precision is very useful to avoid that the orbit scales. Note that the critical points are at the boundary of the domains of stability, so that they are moderately unstable.

The extended precision is vitally important in computing the scaling exponents $\alpha$. To obtain each value in Table II, we computed several billion iterates of the critical point of the map. To reduce the numerical error, we used several hundred digits of precision.

C. Visual explorations

In Figures 4 and 5 we have plotted (with impulses) the modulus of the Fourier coefficients $(\hat{\Re} \chi)_k$ versus $|k|$ on a log-log scale (for several million values of $k$) for the boundary of the Siegel disk corresponding to the map (3) for rotation numbers $\sigma$ equal to $\langle 1^\infty \rangle$ and $\langle 5^\infty \rangle$, and order of the critical point $d = 1$ (the same cases as the ones in Figures 1 and 3). The self-similar structure of the boundary of the Siegel disk is especially clearly visible in the “straightened-out” graph of the spectrum — in Figure 6 we plotted $\log_{10} |k (\Re \chi)_k| \text{ vs. } \log_{10} |k|$ for the same spectra as in Figures 4 and 5. The width of each of the periodically repeating “windows” in the figure (i.e., the distance between two adjacent high peaks) is approximately equal to $|\log_{10} \sigma|$, where $\sigma$ is the corresponding rotation number. The periodicity in the Fourier series has been related to some renormalization group analysis in phase space [44].

To illustrate the effect of the order of criticality on the Fourier spectrum of $\Re \chi$, we showed in Figure 7 the “straightened-out” graphs of the spectra, $\log_{10} |k (\Re \chi)_k| \text{ vs. } \log_{10} |k|$, of the function $\Re \chi$ corresponding to the maps $f_d(\langle 2^\infty \rangle, 1+3i)$ for orders $d = 1, 5, 20$ (the Siegel disks of these maps were shown in Figure 2). For all plots in this figure we used the same scale in vertical direction. An interesting observation – for which we have no conceptual explanation at the moment – is that the variability of the magnitudes of the Fourier coefficients decreases as the order of the critical point increases.

Figures 8 and 9 illustrate the CLP method (Theorem III.1) in practice. In the top part of each figure we have plotted on a log-log scale the norms in the left-
FIG. 7: Plot of $\log_{10}|k(\Re \chi)\epsilon|$ vs. $\log_{10}|k|$ for the maps $f_{d,(2\infty),1+3i}$ with $d = 1, 5, 20.$

FIG. 8: Top: Plot of $\log_{10} N_{\eta}(\tau)$ vs. $\log_{10} \tau$ for the map (3) with $\sigma = (1^{\infty})$. Bottom: Plot of the first differences between the vertical coordinates of adjacent points in the top figure.

FIG. 9: Top: Plot of $\log_{10} N_{\eta}(\tau)$ vs. $\log_{10} \tau$ for the map (3) with $\sigma = (5^{\infty})$. Bottom: Plot of the first differences between the vertical coordinates of adjacent points in the top figure.

hand side of (11),

$$N_{\eta}(\tau) := \left\| \left( \frac{\partial}{\partial \tau} \right)^{\eta} e^{-\tau \sqrt{-\Delta} \Re \chi} \right\|_{L^\infty(\mathbb{T})}, \quad (12)$$

as functions of $\tau$, for $\eta = 1, 2, \ldots, 6$ for the map (3) with for rotation numbers $(1^{\infty})$ and $(5^{\infty})$, respectively. For each value of $\eta$, the “line” consists of 400 points corresponding to 400 different values of $\tau$ for which we have computed the corresponding norm.

The bottom parts of Figures 8 and 9 show the behavior of the first differences between the vertical coordinates of adjacent points from the top parts of the figures. Clearly, the points in the top parts do not lie on exact straight lines but have small periodic (as functions of $\log \tau$) displacements. To make this more clear in the bottom part of Figure 9, we have plotted the points for $\eta = 6$ with larger circles, and have connected them with lines.

We would like to point out that the bound (11) is only an upper bound. However, the discrete scaling invariance
of the Siegel disk at small scales – manifested also by the existence of the “periodic windows” in Figure 6 – implies that the leading behavior of log$_{10} N_0(τ)$ as a function of log$_{10} τ$ is indeed linear, and that (11) is close to being saturated.

The discrete scaling invariance at small scales allows for log$_{10} N_0(τ)$ as a function of log$_{10} τ$ to have small periodic corrections superimposed on the leading linear behavior. Our calculations are precise enough that these corrections to the leading behavior are clearly visible. The bottom parts of Figures 8 and 9 show exactly these corrections.

The form of these small periodic corrections depends in a complicated way on the the behavior of the Fourier coefficients in the “periodic windows” in the Fourier spectrum. The presence of this periodic corrections is a good indicator of the ranges of t which are large enough that the asymptotic behaviour has started to take hold, but small enough so that they are not dominated by the round-off and truncation error. In our previous works [13, 15], we have also found periodic corrections to the scaling in other conjugacies related to the regularity of conjugacies of other critical objects.

D. Numerical values of the Hölder regularity

In Table I we give the computed values of the global Hölder regularities of the real and imaginary parts of the dynamically natural parameterizations $χ$ (5), (7) of the boundaries of the Siegel disks. We studied maps of the form (4), with different values of $d$ and with different orders $d$ of the critical point in $∂D(1)$; some runs with the map (3) (for which the critical point is simple) were also performed.

To obtain each value in the table, we performed the procedure outlined in Section III B for at least two maps of the form (4). For each map we plotted the points from the CLP analysis for $q = 1, 2, \ldots, 6$ as in the top parts of Figures 8 and 9, looked at the differences between the vertical coordinates of adjacent points (i.e., at graphs like in the bottom parts of Figures 8 and 9), and selected a range of values of log$_{10} τ$ for which the differences oscillate regularly. For this range of log$_{10} τ$, we found the rate of decay of the norms $N_0(τ)$ (12) by measuring the slopes, $k - η$, from which we computed the regularity $κ$.

The accuracy of these values is difficult to estimate, but a conservative estimate on the relative error of the data in Table I is about 3%.

We have also computed the regularity $κ$ and the scaling exponent $α$ of several maps with rotation numbers with the same tails of the continued fraction expansion but with different heads.

Within the accuracy of our computations, the results did not depend on the head, which is consistent with the predictions of the renormalization group picture.

E. Importance of the phases of Fourier coefficients

In Figure 6 we saw that the modulus of the Fourier coefficients of $ℜχ$ and $ℑχ$ decreases very approximately as

$$|⟨ℜχ⟩⟩k ≤ \frac{C}{|k|}, \quad |⟨ℑχ⟩⟩k ≤ \frac{C}{|k|}. \quad (13)$$

and that these bounds come close to be saturated infinitely often. This seems to be true independent of what the rotation number is.

This rate of decay of the Fourier coefficients would be implied by $ℜχ$ and $ℑχ$ being $C^1$, but from (13) we cannot conclude that $ℜχ$ and $ℑχ$ are even continuous (note, for example, that the function $f(x) = \sum_{k=1}^{∞} \frac{1}{2} \cos kx$ is discontinuous at $x = 0$). It is well-known from harmonic analysis that the phases of the Fourier coefficients play a very important role, and changing the phases of Fourier coefficients changes the regularity of the functions (see, e.g., [45])

$$\sum_{k=2}^{∞} \frac{1}{k^{1/4}} e^{2\pi ikx} \sim \frac{1}{|x|^{3/4}} \quad \text{as } |x| \to 0,$$

while

$$\sum_{k=2}^{∞} \frac{e^{\sqrt{2}k}}{k^{1/4}} e^{2\pi ikx} \sim \frac{1}{|x|^2} \quad \text{as } |x| \to 0.$$

In Figure 10 we depict the phases of the Fourier coefficients of $ℜχ$ for the map $f_{0,1^{∞},1}$ whose only critical point, $c = 1$, is simple (i.e., of order $d = 1$). We see that, for small $k$, the phases have a repeated pattern. If we consider $k \in I_j := [σ^{-1}, σ^{-1}]$ (where $σ = (1^{∞})$ is the golden mean), we see that the phase restricted to $I_j$ has a pattern very similar to $I_{j+1}$, except that the latter is reversed and amplified. Of course, since the phase only takes values between $-π$ and $π$, the amplification of the patterns can only be carried out a finite number of times until the absolute values of the phases reach $π$, after which they will start “wrapping around” the interval $[−π, π]$. Unfortunately, to see this effect numerically, we
would need hundreds of millions of Fourier coefficients, which at the moment is out of reach.

Given the above observation, it is natural to study the distribution of the phases of the Fourier coefficients in an interval of self-similarity. In Figure 11 we present the histogram of the phases in the interval \( k \in I_{24} \cup I_{25} = [\sigma^{-24}, \sigma^{-26}] \) (i.e., of about 170,000 phases). We note that the histogram is very similar to a Gaussian. This visual impression is confirmed by using the Kolmogorov-Smirnov test, shown in Figure 12. Recall that the Kolmogorov-Smirnov test consists in plotting the empirical distribution versus the theoretical one (for details see, e.g., [46, Chapter 7]). If indeed the empirical distribution was a sample of the theoretical distribution, we would get a set of points close the diagonal. The Kolmogorov-Smirnov test is available in many statistical packages (we used the package R, in which the command \texttt{qqnorm} gives a KS-test and the command \texttt{qqline} displays the result of a fitted Gaussian). The Kolmogorov-Smirnov test reveals that, as expected (since the variable is an angle), the distribution of the phases has discrepancies with a Gaussian near the edges, \(-\pi\) and \(\pi\). Nevertheless, there is a remarkably good fit away from these edges. For the intervals we chose, most of the data points are indeed out of the edges.

F. Data on the scaling exponents

In Table II we give the values of the modulus of the scaling exponent \( \alpha \) for maps of the form (3) with orders \( d = 1, \ldots, 10, 15, 20, 40, 80, 100 \) of the critical point and rotation numbers \( \sigma = \langle k^{\infty} \rangle \) with \( k = 1, \ldots, 5 \). We believe that the numerical error in these values does not exceed 2 in the last digit.

In [3], the author computed the scaling exponents for maps with rotation number \( \langle 1^{\infty} \rangle \) and critical point of different orders \( d \), and suggested that the behavior of \( \alpha \) for large \( d \) is

\[
|\alpha_{\langle 1^{\infty} \rangle, d}| \sim 1 - \frac{A_{\langle 1^{\infty} \rangle}}{d} \quad \text{as} \quad d \to \infty .
\]

(14)

We studied the same problem for other rotation numbers and, taking advantage of the extended precision, we carried out the computation for rather high degrees of criticality (\( \approx 300 \)), see Table II. In Figure 13 we plotted \( 1/(1 - |\alpha|) \) versus \( d \) for five rotation numbers. Our data that for high values of \( d \) the modulus of \( \alpha \) tends to 1 for any rotation number. The values of the constants \( A_{\sigma} \) in (14) for rotation numbers \( \langle k^{\infty} \rangle \) with \( k = 1, 2, 3, 4, 5 \) are approximately 0.646, 1.168, 1.531, 1.960, 1.925, respectively (the linear regression was based on the values for \( d = 40, \ldots, 300 \)).
TABLE II: Values of $|\alpha|$ for maps of the form $f_{d,\sigma,\beta}$ (4) with different rotation numbers $\sigma$ and orders $d$ of the critical point.

<table>
<thead>
<tr>
<th>$d$</th>
<th>$(1^\infty)$</th>
<th>$(2^\infty)$</th>
<th>$(3^\infty)$</th>
<th>$(4^\infty)$</th>
<th>$(5^\infty)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.74193223170</td>
<td>0.5811130545</td>
<td>0.48451021</td>
<td>0.424632459</td>
<td>0.385769294</td>
</tr>
<tr>
<td>2</td>
<td>0.81215810740</td>
<td>0.68013947</td>
<td>0.607281233</td>
<td>0.55822367</td>
<td>0.5268809</td>
</tr>
<tr>
<td>3</td>
<td>0.853450202</td>
<td>0.7508249</td>
<td>0.6852424</td>
<td>0.6441419</td>
<td>0.6179964</td>
</tr>
<tr>
<td>4</td>
<td>0.88014575</td>
<td>0.793968</td>
<td>0.738015</td>
<td>0.7027380</td>
<td>0.680345</td>
</tr>
<tr>
<td>5</td>
<td>0.89871341</td>
<td>0.824557</td>
<td>0.775859</td>
<td>0.7450319</td>
<td>0.725425</td>
</tr>
<tr>
<td>6</td>
<td>0.912340</td>
<td>0.847314</td>
<td>0.804246</td>
<td>0.7768796</td>
<td>0.759458</td>
</tr>
<tr>
<td>10</td>
<td>0.943087</td>
<td>0.89962</td>
<td>0.87026</td>
<td>0.851416</td>
<td>0.839375</td>
</tr>
<tr>
<td>15</td>
<td>0.960463</td>
<td>0.92977</td>
<td>0.90881</td>
<td>0.895266</td>
<td>0.88658</td>
</tr>
<tr>
<td>20</td>
<td>0.969717</td>
<td>0.94601</td>
<td>0.92971</td>
<td>0.919149</td>
<td>0.91236</td>
</tr>
<tr>
<td>40</td>
<td>0.984450</td>
<td>0.97211</td>
<td>0.96356</td>
<td>0.9579</td>
<td>0.9544</td>
</tr>
<tr>
<td>60</td>
<td>0.989504</td>
<td>0.981138</td>
<td>0.975314</td>
<td>0.97151</td>
<td>0.96906</td>
</tr>
<tr>
<td>80</td>
<td>0.9920788</td>
<td>0.98575</td>
<td>0.981334</td>
<td>0.97845</td>
<td>0.97658</td>
</tr>
<tr>
<td>100</td>
<td>0.993638</td>
<td>0.98854</td>
<td>0.98499</td>
<td>0.98267</td>
<td>0.98116</td>
</tr>
<tr>
<td>200</td>
<td>0.996793</td>
<td>0.99422</td>
<td>0.99242</td>
<td>0.991241</td>
<td>0.99048</td>
</tr>
<tr>
<td>300</td>
<td>0.997857</td>
<td>0.99613</td>
<td>0.99493</td>
<td>0.994140</td>
<td>0.99363</td>
</tr>
</tbody>
</table>

FIG. 13: Plot of $1/(1-|\alpha|)$ vs. $d$ for rotation numbers $(1^\infty)$ (circles), $(2^\infty)$ (squares), $(3^\infty)$ (diamonds), $(4^\infty)$ (triangles), $(5^\infty)$ (pluses).

IV. CALCULATION OF THE SIEGEL RADIUS AND THE AREA OF THE SIEGEL DISK

As a byproduct of our calculations we can obtain rather precise values of two quantities of mathematical interest: the area of the Siegel disk and the Siegel radius.

A. Calculation of Siegel radius

We note that the parameterization, $\chi$, of the boundary $\partial D$ is related to the conjugacy $h$ (2) by (5). Then, the Fourier coefficients of $\chi$ satisfy $|\hat{\chi}_k| = |h_k| r_S^{k}$ for $k \in \mathbb{N}$, where $h_k$ are the Taylor coefficients of $h$ (recall that $h_0 = 0$ and $h_1 = 1$). As shown in [32, 47], one can get the all the coefficients $h_k$ by equating terms of like powers in (2), and this gives infinitely many different ways to compute $r_S$. In particular, since $h_1 = 1$, we have $r_S = |\hat{\chi}_1|$. Since we also have $h_2 = f_2/|a(a-1)|$ and $|a| = 1$, we obtain $r_S^2 = |a-1||\hat{\chi}_2|/|f_1|$ (where $f_1 = a$, $f_2$, ... are the Taylor coefficients of the function $f$). Similar formulas for higher order terms are also available.

B. Calculation of the area of the Siegel disk

Since $h(r_Sz)$ is a univalent mapping from the unit disk to the Siegel disk, we can use the area formula [48]

$$\text{Area} = \pi\sum_{k=1}^{\infty} k|h_k|^2 = \pi\sum_{k=1}^{\infty} kr_S^{-2k} |\hat{\chi}_k|^2.$$  \hspace{1cm} (15)

For polynomials, the Siegel disk is bounded so that the sum in (15) is finite. This is compatible with the observation (13), but it shows that the bound cannot be saturated very often.

In Table III we give the values of the areas of the Siegel disks of the map $f_{d,\sigma,\beta}$ (4) (we believe that the error does not exceed 2 in the last digit). Since the series (15) converges slowly, we computed the partial sums of the first $Q_n$ terms in (15), where $Q_n$ are the denominators of the best rational approximants, $P_m/Q_m = (k^m)$, to the rotation number $\sigma = \langle k^\infty \rangle$ (cf. (9)), and then performed Aitken extrapolation on these values. Because of the repeating “periodic windows” in the Fourier spectra (shown in Figures 4, 5, 6, 7), these partial sums tend to the area of the Siegel disk geometrically, and Aitken extrapolation gives good results. In our computations we used $2^{21} \approx 8 \times 10^6$ Fourier coefficients of $\chi$.

Clearly, the area of a Siegel disk depends on the particular choice of the map $f$, i.e., is non-universal. Perhaps the only universal characteristic that can be extracted is the rate of convergence in the Aitken extrapolation, but we have not studied this problem in detail.
of the critical point. To compute these values, we used the values for \(|\alpha|\) from Table II (and the exact values for the rotation numbers). We have kept only four digits of accuracy, although the error of these numbers is smaller (their relative error is the same as the relative error of the values of \(|\alpha|\)).

Clearly, within the numerical error, the values of the regularities from Table I (obtained from applying the CLP method) are equal to the upper bounds on the regularity from Table IV (obtained from the scaling exponents).

This is in contrast with the results in [13], where similar bounds based on scaling were found to be saturated by some conjugacies but not by the inverse conjugacy.

For maps with highly critical points, if (16) holds, then the asymptotic behavior of \(|\alpha|\) (14) implies that the asymptotic behavior of the limit on the regularity becomes

\[
\kappa_{\max,\sigma} \sim \frac{\log |1 - A\sigma|}{\log |\sigma|} \approx \frac{A\sigma}{|\log |\sigma||} \frac{1}{d} \quad \text{as} \quad d \to \infty.
\]

VI. CONCLUSIONS

We have considered Siegel disks of polynomials with some quadratic fields and with different degrees of critical points.

We have made extended precision calculations of scaling exponents and a parameterization of the boundary. This allows us to compute the regularity of the boundary using methods of harmonic analysis.

The regularity of the boundary seems to be universal, depend only on the tail of the continued fraction expansion and saturate some easy bounds in terms of the continued fraction expansion.

We have identified several regularities of the Fourier series of the conjugacy. Namely, it seems that, irrespective of the rotation number, we have 0 < \(\limsup |\kappa(\chi)| < \infty\) (see (4)) with different rotation numbers \(\sigma = (k^\infty)\) \((k = 1, 2, 3, 4, 5)\) and critical point of order \(d\).

<table>
<thead>
<tr>
<th>(d)</th>
<th>(1^\infty)</th>
<th>(2^\infty)</th>
<th>(3^\infty)</th>
<th>(4^\infty)</th>
<th>(5^\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.3603361</td>
<td>1.358630</td>
<td>1.3611085</td>
<td>1.3652030</td>
<td>1.3693337</td>
</tr>
<tr>
<td>2</td>
<td>0.895650</td>
<td>0.893442</td>
<td>0.893065</td>
<td>0.89408</td>
<td>0.89367</td>
</tr>
<tr>
<td>3</td>
<td>0.650866</td>
<td>0.657066</td>
<td>0.666666</td>
<td>0.666666</td>
<td>0.66308</td>
</tr>
<tr>
<td>4</td>
<td>0.52900</td>
<td>0.51700</td>
<td>0.51500</td>
<td>0.5133</td>
<td>0.5104</td>
</tr>
<tr>
<td>5</td>
<td>0.4262</td>
<td>0.4244</td>
<td>0.4226</td>
<td>0.4200</td>
<td>0.4170</td>
</tr>
<tr>
<td>6</td>
<td>0.3607</td>
<td>0.3591</td>
<td>0.3573</td>
<td>0.354</td>
<td>0.3515</td>
</tr>
<tr>
<td>10</td>
<td>0.2214</td>
<td>0.2203</td>
<td>0.2187</td>
<td>0.2163</td>
<td>0.2137</td>
</tr>
<tr>
<td>15</td>
<td>0.148</td>
<td>0.147</td>
<td>0.146</td>
<td>0.144</td>
<td>0.1421</td>
</tr>
<tr>
<td>20</td>
<td>0.111</td>
<td>0.110</td>
<td>0.109</td>
<td>0.107</td>
<td>0.106</td>
</tr>
</tbody>
</table>

V. AN UPPER BOUND OF THE REGULARITY OF THE CONJUGACY

As pointed out in [13, Section 8.2], one can find upper bounds for the regularity in terms of the scaling exponents.

Recall that \(\chi : \mathbb{T} \to \partial D\) conjugates (the restriction to \(\partial D\) of) the map \(f : \partial D \to \partial D\) to the rigid rotation \(r_{\sigma} : \mathbb{T} \to \mathbb{T} : t \mapsto t + \sigma\) (where \(\sigma\) is the rotation number of \(f\), namely, \(\chi \circ r_{\sigma} = f \circ \chi\)). Let us consider only rotation numbers of the form \(\sigma = (k^\infty)\), and let the natural numbers \(Q_m\) and the scaling exponent \(\alpha\) be defined by (9) and (10). Then closest returns of the iterates of 0 \(\in \mathbb{T}\) of \(r_{\sigma}\) and the iterates of \(c \in \partial D\) to the starting points 0 and \(c\), respectively, are governed by the scaling relations

\[
r_{\sigma}^Q(0) = C_1\sigma^m + o(\sigma^m),
\]

\[
|f^Q(c) - c| = C_2|\sigma|^m + o(|\sigma|^m).
\]

So that we obtain that \(h(C_1\sigma^m) \approx C_2|\sigma|^m\).

This is impossible if \(h\) is \(C^\infty\) with

\[
\kappa > \kappa_{\max} \equiv \log |\alpha|/\log \sigma \quad (16)
\]

and the right-hand side of (16) is not an integer.

In Table IV, we give the values of the upper bound to the regularity \(\kappa_{\max}\) (16) for maps with rotation numbers and order of the critical point. To compute these values, we used the values for \(\log |\alpha|\) from Table II (and the exact values for the rotation numbers). We have kept only four digits of accuracy, although the error of these numbers is smaller (their relative error is the same as the relative error of the values of \(|\alpha|\)).

Clearly, within the numerical error, the values of the regularities from Table I (obtained from applying the CLP method) are equal to the upper bounds on the regularity from Table IV (obtained from the scaling exponents).

This is in contrast with the results in [13], where similar bounds based on scaling were found to be saturated by some conjugacies but not by the inverse conjugacy.

For maps with highly critical points, if (16) holds, then the asymptotic behavior of \(|\alpha|\) (14) implies that the asymptotic behavior of the limit on the regularity becomes

\[
\kappa_{\max,\sigma} \sim \frac{\log |1 - A\sigma|}{\log |\sigma|} \approx \frac{A\sigma}{|\log |\sigma||} \frac{1}{d} \quad \text{as} \quad d \to \infty.
\]

VI. CONCLUSIONS

We have considered Siegel disks of polynomials with some quadratic fields and with different degrees of critical points.

We have made extended precision calculations of scaling exponents and a parameterization of the boundary. This allows us to compute the regularity of the boundary using methods of harmonic analysis.

The regularity of the boundary seems to be universal, depend only on the tail of the continued fraction expansion and saturate some easy bounds in terms of the continued fraction expansion.

We have identified several regularities of the Fourier series of the conjugacy. Namely, it seems that, irrespective of the rotation number, we have 0 < \(\limsup |\kappa(\chi)| < \infty\) (see (4)) with different rotation numbers \(\sigma = (k^\infty)\) \((k = 1, 2, 3, 4, 5)\) and critical point of order \(d\).

<table>
<thead>
<tr>
<th>(d)</th>
<th>(1^\infty)</th>
<th>(2^\infty)</th>
<th>(3^\infty)</th>
<th>(4^\infty)</th>
<th>(5^\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.3603361</td>
<td>1.358630</td>
<td>1.3611085</td>
<td>1.3652030</td>
<td>1.3693337</td>
</tr>
<tr>
<td>2</td>
<td>0.895650</td>
<td>0.893442</td>
<td>0.893065</td>
<td>0.89408</td>
<td>0.89367</td>
</tr>
<tr>
<td>3</td>
<td>0.650866</td>
<td>0.657066</td>
<td>0.666666</td>
<td>0.666666</td>
<td>0.66308</td>
</tr>
<tr>
<td>4</td>
<td>0.52900</td>
<td>0.51700</td>
<td>0.51500</td>
<td>0.5133</td>
<td>0.5104</td>
</tr>
<tr>
<td>5</td>
<td>0.4262</td>
<td>0.4244</td>
<td>0.4226</td>
<td>0.4200</td>
<td>0.4170</td>
</tr>
<tr>
<td>6</td>
<td>0.3607</td>
<td>0.3591</td>
<td>0.3573</td>
<td>0.354</td>
<td>0.3515</td>
</tr>
<tr>
<td>10</td>
<td>0.2214</td>
<td>0.2203</td>
<td>0.2187</td>
<td>0.2163</td>
<td>0.2137</td>
</tr>
<tr>
<td>15</td>
<td>0.148</td>
<td>0.147</td>
<td>0.146</td>
<td>0.144</td>
<td>0.1421</td>
</tr>
<tr>
<td>20</td>
<td>0.111</td>
<td>0.110</td>
<td>0.109</td>
<td>0.107</td>
<td>0.106</td>
</tr>
</tbody>
</table>
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