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Abstract

A definition of summability is put forward in the framework of general Carleman ultraholomorphic classes in sectors, so generalizing $k$-summability theory as developed by J.-P. Ramis. Departing from a strongly regular sequence of positive numbers, we construct an associated analytic proximate order and corresponding kernels, which allow us to consider suitable Laplace and Borel-type transforms, both formal and analytic, whose behavior closely resembles that of the classical ones in the Gevrey case. An application to the study of the summability properties of the formal solutions to some moment-partial differential equations is included.
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1 Introduction

The aim of this paper is to put forward a concept of summability of formal (i.e. divergent in general) power series with controlled growth in their coefficients in the framework of general Carleman ultraholomorphic classes in sectors, so generalizing the by-now classical and powerful tool of $k$-summability of formal Gevrey power series, introduced by J.-P. Ramis [36, 37].

Given a sequence of positive real numbers $M = (M_n)_{n \in \mathbb{N}_0}$, the Carleman ultraholomorphic class $\tilde{A}_M(G)$ in a sectorial region $G$ of the Riemann surface of the logarithm consists of those holomorphic functions $f$ in $G$ whose derivatives of order $n \geq 0$ are bounded on every bounded proper subsector of $G$ by, essentially, the values $n!M_n$. Equivalently (see Subsection 2.3), these functions admit a (non-uniform) $M$-asymptotic expansion at 0 in $G$, given by a formal power series $\hat{f} = \sum_{n \geq 0} a_n z^n/n!$ whose coefficients are again suitably bounded in terms of $M$ (we write $f \sim_M \hat{f}$ and $(a_n)_{n \in \mathbb{N}_0} \in \Lambda_M$; $f$ is said to be flat if $\tilde{B}(f)$ is the null sequence). The map sending $f$ to $(a_n)_{n \in \mathbb{N}_0}$ is the asymptotic Borel map $\tilde{B}$, and its injectivity in $\tilde{A}_M(G)$ means that every function $f$ in such a class is determined by its asymptotic expansion $\hat{f}$ (in other words, the class does not contain nontrivial flat functions). In this case, the class $\tilde{A}_M(G)$ is said to be quasianalytic, and it makes sense to call $f$ the sum of $\hat{f}$; this is the idea behind summability methods in this context.

We will only consider strongly regular sequences $M$ as defined by V. Thilliez [40], which are subject to standard conditions guaranteeing good properties for the considered classes (see Subsection 2.2). The best known example is that of Gevrey classes, corresponding to $M_\alpha = (n!^\alpha)_{n \in \mathbb{N}_0}$, $\alpha > 0$, for which we use the notations $\tilde{A}_\alpha(G)$, $\Lambda_\alpha$, $f \sim_\alpha \hat{f}$ and so on, for simplicity. Let us denote by $S_\gamma$ the sector bisected by the direction $d = 0$ and with opening $\pi \gamma$. It is well known that $\tilde{B} : \tilde{A}_\alpha(S_\gamma) \rightarrow \Lambda_\alpha$ is injective if, and only if, $\gamma > \alpha$ (Watson’s Lemma, see for
example [2, Prop. 11]). This result is the departure point for the definition of $1/\alpha$-summability in a direction, introduced by J.-P. Ramis [36, 37]. A paradigmatic example of flat function in $A_\alpha(S_\alpha)$ is $f_\alpha(z) = \exp(-z^{-1/\alpha})$, and it gives rise to kernels in terms of which one may define formal and analytic Laplace and Borel transforms permitting the reconstruction of the sum of a given Gevrey formal power series belonging to $B(A_\alpha(S_\gamma))$ for some $\gamma > \alpha$. The technique of multisummability (in a sense, an iteration of a finite number of $1/\alpha$-summability procedures) has been proven to apply successfully to a plethora of situations concerning the study of formal power series solutions at a singular point for linear and nonlinear (systems of) meromorphic ordinary differential equations in the complex domain (see, to cite but a few, the works [1, 2, 4, 9, 29, 38]), for partial differential equations (for example, [3, 6, 15, 27, 34]), as well as for singular perturbation problems (see [7, 11, 21], among others).

However, it is known that non-Gevrey formal power series solutions may appear for different kinds of equations. For example, V. Thilliez has proven some results on solutions within these general classes for algebraic equations in [41]. Also, G. K. Immink in [16, 17] has obtained some results on summability for solutions of difference equations whose coefficients grow at an intermediate rate between Gevrey classes, called of $1^+$ level, that is governed by a strongly regular sequence. Very recently, the second author [28] has studied some singularly perturbed small step size difference-differential nonlinear equations whose formal solutions with respect to the perturbation parameter can be decomposed as sums of two formal series, one with Gevrey order 1, the other of $1^+$ level, a phenomenon already observed for difference equations [10].

All these results invite one to try to extend summability tools so that they are able to deal with formal power series whose coefficients’ growth is controlled by a general strongly regular sequence, so including Gevrey, $1^+$ level and other interesting examples. Our approach will be inspired by the study of moment summability methods, equivalent in a sense to $1/\alpha$–summability, developed by W. Balser in [2, Section 5.5] and which relies on the determination of a pair of kernel functions with suitable asymptotic and growth properties, in terms of which to define formal and analytic Laplace- and Borel-like transforms. These summability methods have already found an application to the analysis of formal power series solutions of different classes of partial differential equations (for example, by the second author [25, 26] and by S. Michalik [30, 31]), and also for so-called moment–partial differential equations, introduced by W. Balser and Y. Yoshino [8] and subsequently studied by S. Michalik [32, 33].

It seems clear that an analogue of Watson’s lemma should be obtained for a proper definition of summability, and flat functions in sectors of optimal opening (like $f_\alpha$, see above) should be determined. We recall that V. Thilliez [40] introduced a growth index $\gamma(M) \in (0, \infty)$ for every strongly regular sequence $M$ (which for $M_{\alpha}$ equals $\alpha$), and proved the following facts: if $\gamma < \gamma(M)$, then $A_M(S_\gamma)$ contains nontrivial flat functions; and, resting on Whitney-type extension results, he obtained a generalized Borel-Ritt-Gevrey theorem (coming with right linear and continuous inverses for the Borel map). By means of these flat functions, the authors [20] defined suitable kernels and moment sequences and reproved this last result by the classical truncated Laplace transform technique, in the same vein as Ramis’ original proof. In the last section of [20], and resting on some partial Watson-like results obtained by the first and third authors [22], some hints are given on how to define a Laplace transform which behaves properly with respect to $M$–asymptotics, and a definition of $M$–summability is suggested. However, the preceding results for general classes are not fully satisfactory, as the quantity $\gamma(M)$ is not known to be optimal for quasianalyticity and, moreover, flat functions are only obtained after restricting ourselves to sectors $S_\gamma$ with $\gamma < \gamma(M)$.

These drawbacks have been recently overcome in the paper [39] by the third author. There, for every strongly regular sequence $M$ a new constant $\omega(M)$ is introduced, measuring the rate of
growth of the sequence $\mathbb{M}$, in terms of which quasianalyticity may be properly characterized due to a classical result of B. I. Korenbljum [19]. This constant is easily computed (see (7) and (4)), and indeed it is the inverse of the order of growth of the classical function $M(t)$ associated with $\mathbb{M}$, namely $M(t) = \sup_{n \in \mathbb{N}_0} \log(t^n/M_n)$, $t > 0$. So, a definition of $\mathbb{M}$–summability in a direction $d$ may be easily put forward, see Definition 3.3. Regarding the construction of flat functions, V. Thilliez [41] had characterized flatness in $\mathcal{A}_\mathbb{M}(S)$ in terms of non-uniform estimates governed by the function $e^{-M(1/|x|)}$, much in the same way as for the usual derivative $\partial_x$. This constant is easily computed (see (7) and (4)), and indeed it is the inverse of the order of growth of the classical function $\mathbb{M}$.

The theory of proximate orders, which refines the notion of constant exponential order, allows one to specify the rate of growth of an entire function in terms of the function $M(t)$, and results by V. Bernstein, M. M. Dzhrbashyan, M. A. Evgrafov, A. A. Gol’dberg, I. V. Ostrovskii (see [23, 14]) and, in our regards, mainly L. S. Maergoiz [24], have been the key for the construction of flat functions in $S_o(\mathbb{M})$, whenever $\mathbb{M}$ induces a proximate order (which is the case in all the instances of strongly regular sequences appearing in the literature). Section 4 is devoted to these results. We mention that proximate orders had already been used in the study of some questions regarding multisummability, see [5].

Now that we have assured its existence under fairly mild assumptions, we devote Section 3 to the introduction of kernels of $\mathbb{M}$–summability (see Definition 3.4), and the associated formal and analytic transforms, in terms of which to reconstruct the sums of $\mathbb{M}$–summable formal power series in a direction, as stated in Theorem 3.18. Once our tool has been designed, it is necessary to test its applicability to the study of formal solutions of different types of algebraic and differential equations in the complex domain. Our first attempt is contained in the last section of the paper. The notion of formal moment–differential operator was firstly introduced by W. Balser and M. Yoshino in [8]. Generally speaking, given the sequence of moments $m_e = (m_e(p))_{p \in \mathbb{N}_0}$ of a kernel function $e$ of order $k > 0$ (in other words and according to Remark 3.19(i), a kernel for $\mathbb{M}_{1/k}$–summability), one can define $\partial_{m_e,z}$ as an operator from $\mathbb{C}[[z]]$ into itself given by

$$\partial_{m_e,z} \left( \sum_{p \geq 0} \frac{f_p}{m_e(p)} z^p \right) = \sum_{p \geq 0} \frac{f_{p+1}}{m_e(p)} z^p,$$

in much the same way as for the usual derivative $\partial$, one has $\partial \left( \sum_{p \geq 0} \frac{f_p}{p!} z^p \right) = \sum_{p \geq 0} \frac{f_{p+1}}{p!} z^p$. For two sequences of moments $m_1 = (m_1(p))_{p \in \mathbb{N}_0}$ and $m_2 = (m_2(p))_{p \in \mathbb{N}_0}$ of orders $k_1$ and $k_2$, respectively, they study the Gevrey order of the formal power series solutions of an inhomogeneous moment–partial differential equation with constant coefficients in two variables,

$$p(\partial_{m_1,t}, \partial_{m_2,z}) \hat{u}(t, z) = \hat{f}(t, z),$$

where $p(\lambda, \xi)$ is a given polynomial. Subsequently, S. Michalik [32] considers the corresponding initial value problem

$$P(\partial_{m_1,t}, \partial_{m_2,z}) u(t, z) = 0, \quad \partial_{m_1,t}^j u(0, z) = \varphi_j(z) \quad \text{for } j = 0, \ldots, n - 1,$$

where $P(\lambda, \xi)$ is a polynomial of degree $n$ with respect to $\lambda$ and the Cauchy data are analytic in a neighborhood of $0 \in \mathbb{C}$. A formal solution $\hat{u}$ is constructed, and a detailed study is made of the relationship between the summability properties of $\hat{u}$ and the analytic continuation properties and growth estimates for the Cauchy data. We will generalize his results for strongly regular moment sequences of a general kernel of summability. A significant part of the statements are given without proof, since the arguments do not greatly differ from those in [32]. On the other hand, complete details are provided when the differences between both situations are worth stressing.
2 Preliminaries

2.1 Notation

We set \( \mathbb{N} := \{1, 2, \ldots\} \), \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). \( \mathcal{R} \) stands for the Riemann surface of the logarithm, and \( \mathbb{C}[z] \) is the space of formal power series in \( z \) with complex coefficients.

For \( \gamma > 0 \), we consider unbounded sectors

\[
S_\gamma := \{ z \in \mathcal{R} : |\arg(z)| < \frac{\gamma \pi}{2} \}
\]

or, in general, bounded or unbounded sectors

\[
S(d, \alpha, r) := \{ z \in \mathcal{R} : |\arg(z) - d| < \frac{\alpha \pi}{2}, \ |z| < r \}, \quad S(d, \alpha) := \{ z \in \mathcal{R} : |\arg(z) - d| < \frac{\alpha \pi}{2} \}
\]

with bisecting direction \( d \in \mathbb{R} \), opening \( \alpha \pi \) and (in the first case) radius \( r \in (0, \infty) \).

A sectorial region \( G(d, \alpha) \) with bisecting direction \( d \in \mathbb{R} \) and opening \( \alpha \pi \) will be a domain in \( \mathcal{R} \) such that \( G(d, \alpha) \subset S(d, \alpha) \), and for every \( \beta \in (0, \alpha) \) there exists \( \rho = \rho(\beta) > 0 \) with \( S(d, \beta, \rho) \subset G(d, \alpha) \). In particular, sectors are sectorial regions.

A sector \( T \) is a bounded proper subsector of a sectorial region \( G \) (denoted by \( T \ll G \)) whenever the radius of \( T \) is finite and \( T \setminus \{0\} \subset G \). Given two unbounded sectors \( T \) and \( S \), we say \( T \) is an unbounded proper subsector of \( S \), and we write \( T \ll S \), if \( T \setminus \{0\} \subset S \).

\( D(z_0, r) \) stands for the disk centered at \( z_0 \) with radius \( r > 0 \).

For an open set \( U \subset \mathcal{R} \), \( \mathcal{O}(U) \) denotes the set of holomorphic functions defined in \( U \).

\( \mathbb{R}(z) \) stands for the real part of a complex number \( z \), and we write \([x]\) for the integer part of \( x \in \mathbb{R} \), i.e. the greatest integer not exceeding \( x \).

2.2 Strongly regular sequences

Most of the information in this subsection is taken from the works of A. A. Goldberg and I. V. Ostrovskii [14], H. Komatsu [18], V. Thilliez [40] and the third author [39], which we refer to for further details and proofs. In what follows, \( \mathbb{M} = (M_p)_{p \in \mathbb{N}_0} \) will always stand for a sequence of positive real numbers, and we will always assume that \( M_0 = 1 \).

Definition 2.1. We say \( \mathbb{M} \) is strongly regular if the following hold:

(a) \( \mathbb{M} \) is logarithmically convex: \( M_p^2 \leq M_{p-1}M_{p+1} \) for every \( p \in \mathbb{N} \).

(\( \mu \)) \( \mathbb{M} \) is of moderate growth: there exists \( A > 0 \) such that

\[
M_{p+\ell} \leq A^{p+\ell}M_pM_\ell, \quad p, \ell \in \mathbb{N}_0.
\]

(\( \gamma_1 \)) \( \mathbb{M} \) satisfies the strong non-quasianalyticity condition: there exists \( B > 0 \) such that

\[
\sum_{\ell \geq p} \frac{M_\ell}{(\ell + 1)M_{\ell+1}} \leq B\frac{M_p}{M_{p+1}}, \quad p \in \mathbb{N}_0.
\]

Example 2.2. (i) The best known example of strongly regular sequence is \( \mathbb{M}_\alpha := (n!^\alpha)_{n \in \mathbb{N}_0} \), called the Gevrey sequence of order \( \alpha > 0 \).

(ii) The sequences \( \mathbb{M}_{\alpha, \beta} := (n!^\alpha \prod_{m=0}^n \log^\beta(e + m))_{n \in \mathbb{N}_0} \), where \( \alpha > 0 \) and \( \beta \in \mathbb{R} \), are strongly regular.

(iii) For \( q > 1 \), \( \mathbb{M} = (q^{n^2})_{n \in \mathbb{N}_0} \) satisfies (a) and (\( \gamma_1 \)), but not (\( \mu \)).
For a sequence $M = (M_p)_{p \in \mathbb{N}_0}$ verifying properties $(\alpha_0)$ and $(\gamma_1)$ one has that the associated sequence of quotients, $m = (m_p := M_{p+1}/M_p)_{p \in \mathbb{N}_0}$, is an increasing sequence to infinity, so that the map $h_M : [0, \infty) \to \mathbb{R}$, defined by

$$h_M(t) := \inf_{p \in \mathbb{N}_0} M_p t^p, \quad t > 0; \quad h_M(0) = 0,$$

turns out to be a non-decreasing continuous map in $[0, \infty)$ onto $[0, 1]$. In fact

$$h_M(t) = \begin{cases} M_p t^p & \text{if } t \in \left[\frac{1}{m_p}, \frac{1}{m_{p-1}}\right), \quad p = 1, 2, \ldots, \\ 1 & \text{if } t \geq 1/m_0. \end{cases}$$

**Definition 2.3 ([35], [12]).** Two sequences $M = (M_p)_{p \in \mathbb{N}_0}$ and $M' = (M'_p)_{p \in \mathbb{N}_0}$ of positive real numbers are said to be equivalent if there exist positive constants $L, H$ such that

$$L^p M_p \leq M'_p \leq H^p M_p, \quad p \in \mathbb{N}_0.$$

In this case, it is straightforward to check that

$$h_M(Lt) \leq h_M(t) \leq h_M(Ht), \quad t \geq 0.$$

One may also associate with such a sequence $M$ the function

$$M(t) := \sup_{p \in \mathbb{N}_0} \log \left(\frac{t^p}{M_p}\right) = -\log \left(h_M(1/t)\right), \quad t > 0; \quad M(0) = 0,$$

which is a non-decreasing continuous map in $[0, \infty)$ with $\lim_{t \to \infty} M(t) = \infty$.

We now recall the following definitions and facts.

**Definition 2.4 ([14], p. 43).** Let $\alpha(r)$ be a nonnegative and nondecreasing function in $(c, \infty)$ for some $c \geq 0$. The order of $\alpha$ is defined as

$$\rho = \rho[\alpha] := \limsup_{r \to \infty} \frac{\log^+(\alpha(r))}{\log(r)} \in [0, \infty]$$

(where $\log^+ = \max(\log, 0)$).

**Theorem 2.5 ([39]).** Let $M$ be strongly regular, $m$ the sequence of its quotients and $M(r)$ its associated function. Then, the order of $M(r)$ is given by

$$\rho[M] = \lim_{r \to \infty} \frac{\log(M(r))}{\log(r)} = \limsup_{n \to \infty} \frac{\log(n)}{\log(m_n)} \in (0, \infty).$$

Some additional properties of strongly regular sequences needed in the present work are the following ones.

**Lemma 2.6 ([40]).** Let $M = (M_p)_{p \in \mathbb{N}_0}$ be a strongly regular sequence and $A > 0$ the constant appearing in $(\mu)$. Then,

$$M_p^{1/p} \leq m_p \leq A^2 M_p^{1/p} \quad \text{for every } p \in \mathbb{N}_0.$$

Let $s$ be a real number with $s \geq 1$. There exists $\rho(s) \geq 1$ (only depending on $s$ and $M$) such that

$$h_M(t) \leq (h_M(\rho(s)t))^s \quad \text{for } t \geq 0.$$
Remark 2.7. The condition of moderate growth (μ) plays a fundamental role in the proof of (6), which will in turn be crucial in many of our arguments.

For the sake of completeness we include the following result.

**Proposition 2.8.** Given two strongly regular sequences \( M = (M_n)_{n \in \mathbb{N}_0} \) and \( M' = (M'_n)_{n \in \mathbb{N}_0} \), the product sequence \( M \cdot M' = (M_nM'_n)_{n \in \mathbb{N}_0} \) is also strongly regular.

**Proof.** Properties \((α_0)\) and \((μ)\) are easily checked for \( M \cdot M' \). Regarding \((γ_1)\), we will use that, according to Lemma 1.3.4 in Thilliez [40], \( \mathcal{M}^s := (M^s_n)_{n \in \mathbb{N}_0} \) is strongly regular for every \( s > 0 \), hence \( \mathcal{M}^2 \) and \( \mathcal{M}'^2 \) are. Now, Cauchy-Schwarz inequality gives that, for every \( p \geq 0 \),

\[
\sum_{\ell \geq p} \frac{M_\ell M'_\ell}{(\ell + 1)M_{\ell+1}M'_{\ell+1}} \leq \left( \sum_{\ell \geq p} \frac{M^2_\ell}{(\ell + 1)M^2_{\ell+1}} \right)^{1/2} \left( \sum_{\ell \geq p} \frac{M'^2_\ell}{(\ell + 1)M'^2_{\ell+1}} \right)^{1/2} \leq \sqrt{BB'} \frac{M_p}{M_{p+1}} \frac{M'_p}{M'_{p+1}},
\]

where the positive constants \( B \) and \( B' \) are the ones appearing in \((γ_1)\) for \( \mathcal{M}^2 \) and \( \mathcal{M}'^2 \), respectively. \( \square \)

### 2.3 Asymptotic expansions and ultraholomorphic classes

Given a sequence of positive real numbers \( M = (M_n)_{n \in \mathbb{N}_0} \), a constant \( A > 0 \) and a sector \( S \), we define

\[
\mathcal{A}_{M,A}(S) = \{ f \in \mathcal{O}(S) : \| f \|_{M,A} := \sup_{z \in S,n \in \mathbb{N}_0} \frac{|f^{(n)}(z)|}{A^n n! M_n} < \infty \}.
\]

\((\mathcal{A}_{M,A}(S), \| \cdot \|_{M,A})\) is a Banach space, and \( \mathcal{A}_{M}(S) := \cup_{A > 0} \mathcal{A}_{M,A}(S) \) is called a Carleman ultraholomorphic class in the sector \( S \).

One may accordingly define classes of sequences

\[
\Lambda_{M,A} = \{ \mu = (\mu_n)_{n \in \mathbb{N}_0} \in \mathbb{C}^{\mathbb{N}_0} : |\mu|_{M,A} := \sup_{n \in \mathbb{N}_0} \frac{|\mu_n|}{A^n n! M_n} < \infty \}.
\]

\((\Lambda_{M,A}, \| \cdot \|_{M,A})\) is again a Banach space, and we put \( \Lambda_{M} := \cup_{A > 0} \Lambda_{M,A} \).

Since the derivatives of \( f \in \mathcal{A}_{M,A}(S) \) are Lipschitzian, for every \( n \in \mathbb{N}_0 \) one may define

\[
f^{(n)}(0) := \lim_{z \in S,z \to 0} f^{(n)}(z) \in \mathbb{C},
\]

and it is clear that the sequence

\[
\tilde{\Theta}(f) := (f^{(n)}(0))_{n \in \mathbb{N}_0} \in \Lambda_{M,A}, \quad f \in \mathcal{A}_{M,A}(S).
\]

The map \( \tilde{\Theta} : \mathcal{A}_{M}(S) \rightarrow \Lambda_{M} \) so defined is the asymptotic Borel map.

Next, we will recall the relationship between these classes and the concept of asymptotic expansion.

**Definition 2.9.** We say a holomorphic function \( f \) in a sectorial region \( G \) admits the formal power series \( \tilde{f} = \sum_{p=0}^{\infty} a_p z^p \in \mathbb{C}[[z]] \) as its \( M \)-asymptotic expansion in \( G \) (when the variable tends to 0) if for every \( T \ll G \) there exist \( C_T, A_T > 0 \) such that for every \( n \in \mathbb{N} \), one has

\[
|f(z) - \sum_{p=0}^{n-1} a_p z^p| \leq C_T A_T^n M_n |z|^n, \quad z \in T.
\]

We will write \( f \sim_M \sum_{p=0}^{\infty} a_p z^p \) in \( G \). \( \tilde{\mathcal{A}}_M(G) \) stands for the space of functions admitting \( M \)-asymptotic expansion in \( G \).
Definition 3.3. Given a sector $S$, we say $f \in \mathcal{O}(S)$ admits $\hat{f}$ as its uniform $\mathfrak{M}$–asymptotic expansion in $S$ of type $A > 0$ if there exists $C > 0$ such that for every $n \in \mathbb{N}$, one has
\[
|f(z) - \sum_{p=0}^{n-1} a_p z^p| \leq C A^n M_n |z|^n, \quad z \in S.
\]

As a consequence of Taylor’s formula and Cauchy’s integral formula for the derivatives, we have the following result (see [2, 13]).

Proposition 2.11. Let $S$ be a sector and $G$ a sectorial region.

(i) If $f \in \mathcal{A}_{M,A}(S)$, then $f$ admits $\hat{f} = \sum_{p \in \mathbb{N}_0} \frac{1}{p!} f^{(p)}(0) z^p$ as its uniform $\mathfrak{M}$–asymptotic expansion in $S$ of type $A$.

(ii) $f \in \hat{A}_M(G)$ if, and only if, for every $T \ll G$ there exists $A_T > 0$ such that $f|_T \in \mathcal{A}_{M,A_T}(T)$.

Hence, the map $\hat{B} : \hat{A}_M(G) \to \Lambda_M$ is also well defined.

Remark 2.12. Consider a pair of equivalent sequences $\mathfrak{M}$ and $\mathfrak{M}'$. It is obvious that $\Lambda_{\mathfrak{M}} = \Lambda_{\mathfrak{M}'}$; given a sector $S$, the spaces $\mathcal{A}_M(S)$ and $\mathcal{A}_{M'}(S)$ coincide, and also $\hat{A}_M(G)$ and $\hat{A}_{M'}(G)$ agree for a sectorial region $G$.

3 $\mathfrak{M}$–summability

We are firstly interested in characterizing general ultraholomorphic quasianalytic classes. Due to a classical result of B. I. Korenbljum [19], the third author has obtained the following one [39].

Theorem 3.1. For a strongly regular sequence $\mathfrak{M}$ with associated function $M(r)$, put
\[
\omega(\mathfrak{M}) := \frac{1}{\rho[M]} \in (0, \infty).
\]

Then, $\pi \omega(\mathfrak{M})$ is the optimal opening for $\mathfrak{M}$–quasianalyticity, in the sense that the class $\mathcal{A}_{\mathfrak{M}}(S)$ is (respectively, is not) quasianalytic whenever the opening of $S$ exceeds (resp. is less than) this quantity.

Remark 3.2. If the strongly regular sequences $\mathfrak{M} = (M_n)_{n \in \mathbb{N}_0}$ and $\mathfrak{M}' = (M'_n)_{n \in \mathbb{N}_0}$ are such that $M_n \leq M'_n$ for every $n$, then $\mathcal{A}_{\mathfrak{M}}(S) \subset \mathcal{A}_{\mathfrak{M}'}(S)$ for any sector $S$, and so $\omega(\mathfrak{M}) \leq \omega(\mathfrak{M}')$. Moreover, if $\mathfrak{M}$ and $\mathfrak{M}'$ are equivalent then, by Remark 2.12, we see that $\omega(\mathfrak{M}) = \omega(\mathfrak{M}')$.

As an easy consequence, we deduce that if the opening of a sectorial region $G$ is greater than $\pi \omega(\mathfrak{M})$, then $\hat{B} : \hat{A}_{\mathfrak{M}}(G) \to \Lambda_{\mathfrak{M}}$ is injective. So, we are ready for the introduction of a new concept of summability of formal power series in a direction.

Definition 3.3. Let $d \in \mathbb{R}$. We say $\hat{f} = \sum_{n \geq 0} \frac{f_n}{n!} z^n$ is $\mathfrak{M}$–summable in direction $d$ if there exist a sectorial region $G = G(d, \gamma)$, with $\gamma > \omega(\mathfrak{M})$, and a function $f \in \hat{A}_{\mathfrak{M}}(G)$ such that $f \sim_{\mathfrak{M}} \hat{f}$.

In this case, by virtue of Proposition 2.11(ii) we have $(f_n)_{n \in \mathbb{N}_0} \in \Lambda_{\mathfrak{M}}$. According to Theorem 3.1, $f$ is unique with the property stated, and will be denoted
\[
f = S_{\mathfrak{M},d} \hat{f}, \text{ the } \mathfrak{M}\text{-sum of } \hat{f} \text{ in direction } d.
\]
Our next aim in this section will be to develop suitable tools in order to recover \( f \) from \( \hat{f} \) by means of formal and analytic transforms, in the same vein as in the classical theory for the Gevrey case and the so-called \( k \)-summability. We will follow the ideas in the theory of general moment summability methods put forward by W. Balser [2]. The case \( \omega(\mathbb{M}) < 2 \) is mainly treated, and indications will be given on how to work in the opposite situation.

**Definition 3.4.** Let \( \mathbb{M} \) be strongly regular with \( \omega(\mathbb{M}) < 2 \). A pair of complex functions \( e, E \) are said to be *kernel functions for \( \mathbb{M} \)-summability* if:

(i) \( e \) is holomorphic in \( S_{\omega(\mathbb{M})} \).

(ii) \( z^{-1}e(z) \) is locally uniformly integrable at the origin, i.e., there exists \( t_0 > 0 \), and for every \( z_0 \in S_{\omega(\mathbb{M})} \) there exists a neighborhood \( U \) of \( z_0 \), \( U \subset S_{\omega(\mathbb{M})} \), such that the integral \( \int_{t_0}^{t_1} t^{-1} \sup_{z \in U} |e(t/z)| dt \) is finite.

(iii) For every \( \varepsilon > 0 \) there exist \( c, k > 0 \) such that

\[
|e(z)| \leq ch_{M} \left( \frac{k}{|z|} \right) = ce^{-M(|z|/k)}, \quad z \in S_{\omega(\mathbb{M}) - \varepsilon},
\]

where \( h_{M} \) and \( M \) are the functions associated with \( \mathbb{M} \), defined in (1) and (3), respectively.

(iv) For \( x \in \mathbb{R}, x > 0 \), the values of \( e(x) \) are positive real.

(v) If we define the *moment function* associated with \( e \),

\[
m_e(\lambda) := \int_{0}^{\infty} t^{\lambda-1} e(t) dt, \quad \Re(\lambda) \geq 0,
\]

from (1)-(iv) we see that \( m_e \) is continuous in \( \{\Re(\lambda) \geq 0\} \), holomorphic in \( \{\Re(\lambda) > 0\} \), and \( m_e(x) > 0 \) for every \( x > 0 \). Then, the function \( E \) given by

\[
E(z) = \sum_{n=0}^{\infty} \frac{z^n}{m_e(n)}, \quad z \in \mathbb{C},
\]

is entire, and there exist \( C, K > 0 \) such that

\[
|E(z)| \leq \frac{C}{h_{M}(K/|z|)} = Ce^{M(|z|/K)}, \quad z \in \mathbb{C}.
\]

(vi) \( z^{-1}E(1/z) \) is locally uniformly integrable at the origin in the sector \( S(\pi, 2 - \omega(\mathbb{M})) \), in the sense that there exists \( t_0 > 0 \), and for every \( z_0 \in S(\pi, 2 - \omega(\mathbb{M})) \) there exists a neighborhood \( U \) of \( z_0 \), \( U \subset S(\pi, 2 - \omega(\mathbb{M})) \), such that the integral \( \int_{t_0}^{t_1} t^{-1} \sup_{z \in U} |E(z/t)| dt \) is finite.

**Remark 3.5.**

(i) The existence of such kernels may be deduced, as we will show in Section 4, by taking into account the construction of flat functions in \( \mathcal{A}_{M}(S_{\omega(\mathbb{M})}) \) accomplished by the third author in [39], whenever the function \( M(r) \) associated with \( \mathbb{M} \) is such that \( d(r) = \log(M(r))/\log(r) \) is a proximate order in the sense of E. Lindelöf (see, for example, the book by B. Ya. Levin [23]). This is the case for all the strongly regular sequences appearing in applications, as it has also been shown in [39].

(ii) According to Definition 3.4(v), the knowledge of \( e \) is enough to determine the pair of kernel functions. So, in the sequel we will frequently omit the function \( E \) in our statements.
(iii) In case $\omega(M) \geq 2$, condition (vi) in Definition 3.4 does not make sense. However, we note that for a positive real number $s > 0$ the sequence of $1/s$-powers $M^{(1/s)} := (M_n^{1/s})_{n \in \mathbb{N}_0}$ is also strongly regular (see Lemma 1.3.4 in [40]) and, as it is easy to check,

\[ h_{M^{(1/s)}}(t) = \left( h_M(t^s) \right)^{1/s}, \quad t \geq 0, \]

and $\omega(M^{(1/s)}) = \omega(M)/s$. So, following the ideas of Section 5.6 in [2], we will say that a complex function $e$ is a kernel for $M$–summability if there exist $s > 0$ with $\omega(M)/s < 2$, and a kernel $\tilde{e} : S_{\omega(M)/s} \to \mathbb{C}$ for $M^{(1/s)}$–summability such that

\[ e(z) = \tilde{e}(z^{1/s})/s, \quad z \in S_{\omega(M)}. \]

If one defines the moment function $m_e$ as before, it is plain to see that $m_e(\lambda) = m_{\tilde{e}}(s\lambda)$, $\Re(\lambda) \geq 0$. The properties verified by $\tilde{e}$ and $m_{\tilde{e}}$ are easily translated into similar ones for $e$, but in this case the function

\[ E(z) = \sum_{n=0}^{\infty} \frac{z^n}{m_e(n)} = \sum_{n=0}^{\infty} \frac{z^n}{m_{\tilde{e}}(sn)}, \]

does not have the same properties as before, and one rather pays attention to the kernel associated with $\tilde{e}$,

\[ \tilde{E}(z) = \sum_{n=0}^{\infty} \frac{z^n}{m_{\tilde{e}}(n)} = \sum_{n=0}^{\infty} \frac{z^n}{m_e(n/s)}, \]

which will behave as indicated in (v) and (vi) of Definition 3.4 for such a kernel for $M^{(1/s)}$–summability.

It is worth remarking that, once such an $s$ as in the definition exists, one easily checks that for any real number $t > \omega(M)/2$ a kernel $\hat{e}$ for $M^{(1/t)}$–summability exists with $e(z) = \hat{e}(z^{1/t})/t$.

**Definition 3.6.** Let $e$ be a kernel for $M$–summability and $m_e$ its associated moment function. The sequence of positive real numbers $m_e = (m_e(p))_{p \in \mathbb{N}_0}$ is known as the *sequence of moments* associated with $e$.

The following result is a consequence of the estimates, for the kernels $e$ and $E$, appearing in (8) and (9) respectively. We omit its proof, since it may be easily adapted from the proof of Proposition 5.7 in [39].

**Proposition 3.7.** Let $M = (M_p)_{p \in \mathbb{N}_0}$ be a strongly regular sequence, $e$ a kernel function for $M$–summability, and $m_e = (m_e(p))_{p \in \mathbb{N}_0}$ the sequence of moments associated with $e$. Then $M$ and $m_e$ are equivalent.

**Remark 3.8.**

(i) In the Gevrey case of order $\alpha > 0$, $M_\alpha = (p!^\alpha)_{p \in \mathbb{N}_0}$, it is usual to choose the kernel

\[ e_\alpha(z) = \frac{1}{\alpha} z^{1/\alpha} \exp(-z^{1/\alpha}), \quad z \in S_\alpha. \]

Then we obtain that $m_{e_\alpha}(\lambda) = \Gamma(1 + \alpha \lambda)$ for $\Re(\lambda) \geq 0$. Of course, the sequences $M_\alpha$ and $m_{e_\alpha} = (m_\alpha(p))_{p \in \mathbb{N}_0}$ are equivalent.
Indeed, for any kernel $e$ for $\mathbb{M}$—summability one may prove that the sequence of moments
\[ m_e(p) = \int_0^\infty e(t) t^p \, dt \]
for suitable positive constants $A, B, C$. Finally, one can find in the work of H.-J. Petzsche [35, Corollary 3.2] that condition $(\gamma_1)$ remains invariant under equivalence of sequences.

Bearing this fact in mind, in Definition 3.4 one could depart not from a strongly regular sequence $\mathbb{M}$, but from a kernel $e$, initially defined and positive in direction $d = 0$, whose moment function $m_e(\lambda)$ is supposed to be well-defined for $\lambda \geq 0$, and such that the sequence $m_e$ is strongly regular. This allows one to consider the constant $\omega(m_e)$, which would equal $\omega(M)$ according to Proposition 3.7 and Remark 3.2, and also the function $h_{m_e}$, in terms of which one may rephrase all the items in Definition 3.4, specially the estimates in (8) and (9), with exactly the same meaning, according to the relationship between $h_{m_e}$ and $h_M$ indicated in (2). This insight will be fruitful in Section 5, when dealing with so-called moment—partial differential equations.

The next definition resembles that of functions of exponential growth, playing a fundamental role when dealing with Laplace and Borel transforms in $k$—summability for Gevrey classes. For convenience, we will say a holomorphic function $f$ in a sector $S$ is continuous at the origin if
\[ \lim_{z \to 0, \, z \in S} f(z) \]
exists for every $T < S$.

**Definition 3.9.** Let $\mathbb{M} = (M_p)_{p \in \mathbb{N}_0}$ be a sequence of positive real numbers verifying $(\alpha_0)$ and $(\gamma_1)$, and consider an unbounded sector $S$ in $\mathbb{R}$. The set $\mathcal{O}^\mathbb{M}(S)$ consists of the holomorphic functions $f$ in $S$, continuous at 0 and having $\mathbb{M}$—growth in $S$, i.e. such that for every unbounded proper subsector $T$ of $S$ there exist $\varepsilon, c, k > 0$ such that for every $z \in T$ with $|z| \geq r$ one has
\[ |f(z)| \leq c \frac{1}{h_M(k/|z|)}. \]

**Remark 3.10.** Since continuity at 0 has been asked for, $f \in \mathcal{O}^\mathbb{M}(S)$ implies that for every $T < S$ there exist $\varepsilon, c, k > 0$ such that for every $z \in T$ one has (12).

We are ready for the introduction of the $\mathbb{M}$—Laplace transform.

Given a kernel $e$ for $\mathbb{M}$—summability, a sector $S = S(d, \alpha)$ and $f \in \mathcal{O}^\mathbb{M}(S)$, for any direction $\tau$ in $S$ we define the operator $T_{e,\tau}$ sending $f$ to its $e$—Laplace transform in direction $\tau$, defined as
\[ (T_{e,\tau} f)(z) := \int_0^\infty e(u/z) f(u) \frac{du}{u}, \quad |\arg(z) - \tau| < \omega(M)\pi/2, \quad |z| \text{ small enough}, \]
where the integral is taken along the half-line parameterized by $t \in (0, \infty) \mapsto te^{i\tau}$. We have the following result.
**Proposition 3.11.** For a sector \( S = S(d, \alpha) \) and \( f \in \mathcal{O}^M(S) \), the family \( \{ T_{e, \tau} f \}_{\tau \in S} \) defines a holomorphic function \( T_e f \) in a sectorial region \( G(d, \alpha + \omega(M)) \).

**Proof.** Let \( \tau \in \mathbb{R} \) be a direction in \( S \), i.e., such that \( |\tau - d| < \alpha \pi/2 \). We will show that for every \( \beta \) with \( 0 < \beta < \omega(M) \), there exists \( r = r(f, \tau, \beta) > 0 \) such that \( T_{e, \tau} f \) is holomorphic in \( S(\tau, \beta, r) \). Hence, \( T_{e, \tau} f \) will be holomorphic in \( G_\tau := \cup_{0 < \beta < \omega(M)} S(\tau, \beta, r) \), which is a sectorial region \( G_\tau = G(\tau, \omega(M)) \).

For every \( u, z \in \mathcal{R} \) with \( \arg(u) = \tau \) and \( |\arg(z) - \tau| < \omega(M) \pi/2 \) we have that \( u/z \in S_{\omega(M)} \), so that the expression under the integral sign in (13) makes sense. We fix \( a > 0 \), and write
\[
\int_0^{\infty(\tau)} e(u/z)f(u)\frac{du}{u} = \int_0^{ae^{-\tau}} e(u/z)f(u)\frac{du}{u} + \int_{ae^{\tau}}^{\infty(\tau)} e(u/z)f(u)\frac{du}{u}.
\]

Since \( f \) is continuous at the origin, and because of Definition 3.4(ii), it is straightforward to apply Leibnitz’s rule for parametric integrals and deduce that the first integral in the right-hand side defines a holomorphic function in \( S(\tau, \omega(M)) \). Regarding the second integral, for \( u \) as before and by Definition 3.9 there exist \( c_1, k_1 > 0 \) such that
\[
|f(u)| \leq c_1 (h_M(k_1/|u|))^{-1}.
\]

Also, for \( z \) such that \( |\arg(z) - \tau| < \beta \pi/2 \) we have that \( u/z \in S_\beta \), and the property 3.4(iii) provides us with constants \( c_2, k_2 > 0 \) such that
\[
|e(u/z)| \leq c_2 h_M(k_2|z|/|u|),
\]
so that
\[
\frac{1}{u}e(u/z)f(u) \leq \frac{c_1 c_2 h_M(k_2|z|/|u|)}{h_M(k_1/|u|)}.
\]

Let \( \rho(2) > 0 \) be the constant appearing in (6) for \( s = 2 \), and consider \( r := k_1/\rho(2)k_2 > 0 \). For any \( z \in S(\tau, \beta, r) \) we have that \( \rho(2)k_2|z| < k_1 \), and from (6) and the monotonicity of \( h_M \) we deduce that
\[
\frac{1}{u}e(u/z)f(u) \leq \frac{c_1 c_2 h_M^2(\rho(2)k_2|z|/|u|)}{h_M(k_1/|u|)} \leq \frac{c_1 c_2}{\rho(2)k_2} h_M(k_1/|u|).
\]

By the very definition of \( h_M \) we have that \( h_M(k_1/|u|) \leq M_1 k_1/|u| \), so the right-hand side of the last inequality is an integrable function of \( |u| \) in \((a, \infty)\), and again Leibnitz’s rule allows us to conclude the desired analyticity for the second integral.

Let \( \sigma \in \mathbb{R} \) with \( |\sigma - d| < \alpha \pi/2 \). The map \( T_{e, \sigma} f \) is a holomorphic function in a sectorial region \( G_\sigma = G(\sigma, \omega(M)) \) which will overlap with \( G_\tau \) whenever \( \tau \) and \( \sigma \) are close enough. Since we know that
\[
\lim_{t \to \infty} t h_M(1/t) = 0,
\]
by Cauchy’s residue theorem we easily deduce that \( T_{e, \tau} f(z) = T_{e, \sigma} f(z) \) whenever both maps are defined. Thus the family \( \{ T_{e, \tau} f \}_{\tau \in S} \) defines a holomorphic function \( T_e f \) in the union of the sectorial regions \( G_\tau \), which is indeed again a sectorial region \( G = G(d, \alpha + \omega(M)) \).

We now define the generalized Borel transforms.

Suppose \( \omega(M) < 2 \), and let \( G = G(d, \alpha) \) be a sectorial region with \( \alpha > \omega(M) \), and \( f : G \to \mathbb{C} \) be holomorphic in \( G \) and continuous at 0. For \( \tau \in \mathbb{R} \) such that \( |\tau - d| < (\alpha - \omega(M))\pi/2 \) we may consider a path \( \delta_{\omega(M)}(\tau) \) in \( G \) like the ones used in the classical Borel transform, consisting of a segment from the origin to a point \( z_0 \) with \( \arg(z_0) = \tau + \omega(M)(\pi + \epsilon)/2 \) (for
some suitably small $\varepsilon \in (0, \pi)$, then the circular arc $|z| = |z_0|$ from $z_0$ to the point $z_1$ on the ray $\arg(z) = \tau - \omega(M)(\pi + \varepsilon)/2$ (traversed clockwise), and finally the segment from $z_1$ to the origin.

Given kernels $e, E$ for $M$-summability, we define the operator $T_{e,\tau}$ sending $f$ to its $e$-Borel transform in direction $\tau$, defined as

$$(T_{e,\tau} f)(u) := \frac{-1}{2\pi i} \int_{\delta_{\omega(M)}(\tau)} E(u/z) f(z) \frac{dz}{z}, \quad u \in S(\tau, \varepsilon_0), \quad \varepsilon_0 \text{ small enough.}$$

In case $\omega(M) \geq 2$, choose $s > 0$ and a kernel $\hat{e}$ for $M^{(1/s)}$-summability as in Remark 3.5(iii), and let $T_{\hat{e},\tau}$ be defined as before, where the kernel under the integral sign is the function $\hat{E}$ given in (11). Then, if $\phi_s$ is the operator sending a function $f$ to the function $f(z^s)$, we define $T_{e,\tau}$ by the identity

$$(14) \quad \phi_s \circ T_{e,\tau} = T_{\hat{e},\tau} \circ \phi_s,$$

in the same way as in [2, p. 90].

**Proposition 3.12.** For $G = G(d, \alpha)$ and $f : G \to \mathbb{C}$ as above, the family

$$\{T_{e,\tau} f\}_\tau,$$

where $\tau$ is a real number such that $|\tau - d| < (\alpha - \omega(M))\pi/2$, defines a holomorphic function $T_e f$ in the sector $S = S(d, \alpha - \omega(M))$. Moreover, $T_e f$ is of $M$-growth in $S$.

**Proof.** Due to the identity (14), it is clearly sufficient to prove our claim in the case $\omega(M) < 2$. Since $f$ is holomorphic in $G$ and continuous at 0, for every $\tau \in \mathbb{R}$ such that $|\tau - d| < (\alpha - \omega(M))\pi/2$ the condition in Definition 3.4(vi) implies that $T_{e,\tau} f$ is holomorphic in the sector $S(\tau, \varepsilon\omega(M)/\pi)$, where $\varepsilon > 0$ is the one entering in the definition of $\delta_{\omega(M)}(\tau)$, and it is small enough so that $u/z$ stays in the sector $S(\tau, 2 - \omega(M))$ as $u \in S(\tau, \varepsilon\omega(M)/\pi)$ and $z$ runs over the two segments in $\delta_{\omega(M)}(\tau)$. Cauchy’s theorem easily implies that the family $\{T_{e,\tau} f\}$, when $\tau \in \mathbb{R}$ and $|\tau - d| < (\alpha - \omega(M))\pi/2$, defines a holomorphic function $T_e f$ in the sector $S = S(d, \alpha - \omega(M))$. Let us finally check that $T_e f$ is of $M$-growth in $S$. By compactness, it suffices to work on a proper unbounded subsector $T$ of $S(\tau, \varepsilon\omega(M)/\pi)$, for $\tau$ and $\varepsilon$ as before. Put $\delta_{\omega(M)}(\tau) = \delta_1 + \delta_2 + \delta_3$, where $\delta_1$ and $\delta_3$ are the aforementioned segments in directions, say, $\theta_1$ and $\theta_3$, and $\delta_2$ is the circular arc with radius $r_2 > 0$. As $f$ is continuous at the origin, there exists $M > 0$ such that $|f(z)| \leq M$ for every $z$ in the trace of $\delta_{\omega(M)}(\tau)$. So, for every $u \in T$ and $j = 1, 3$ we have

$$|\frac{-1}{2\pi i} \int_{\delta_j} E(u/z) f(z) \frac{dz}{z}| \leq \frac{M}{2\pi} \int_0^{r_2} \frac{1}{t} |E(u e^{-i\theta_j}/t)| dt = \frac{M}{2\pi} \int_0^{r_2/|u|} \frac{1}{s} |E(u e^{i(\arg(u) - \theta_j)}/s)| ds,$$

after the change of variable $t = |u|s$. According to the condition in Definition 3.4(vi), these expressions uniformly tend to 0 as $u$ tends to infinity in $T$. On the other hand, the estimates for $E$ in (9) allow us to write

$$|\frac{-1}{2\pi i} \int_{\delta_2} E(u/z) f(z) \frac{dz}{z}| \leq \frac{M}{2\pi} \max_{|z| = r_2} |E(u/z)| \leq \frac{CM(\theta_1 - \theta_3)}{2\pi h_M(K r_2/|u|)}.$$

So, this integral has the desired growth and the conclusion follows. \qed

In the next paragraph we follow the same ideas in [2, p. 87-88] in order to justify the forthcoming definition of formal Laplace and Borel transforms.
Let $M = (M_p)_{p \in \mathbb{N}_0}$ be a strongly regular sequence, $e$ a kernel for $M$–summability and $S = S_\alpha$. It is clear that for every $\lambda \in \mathbb{C}$ with $\Re(\lambda) \geq 0$, the function $f_\lambda(z) = z^{\lambda}$ belongs to the space $O_{\mathbb{M}}(S)$. From Proposition 3.11, one can define $T_e f_\lambda(z)$ for every $z$ in an appropriate sectorial region $G$. Moreover, for $z \in G$ and an adequate choice of $\tau \in \mathbb{R}$ one has

$$T_e f_\lambda(z) = \int_0^{\infty(\tau)} e \left(\frac{u}{z}\right) u^{\lambda-1} du.$$ 

In particular, for $z \in \mathbb{R}$ with $\arg(z) = \tau$, the change of variable $u/z = t$ turns the preceding integral into

$$T_e f_\lambda(z) = \int_0^{\infty} e(t) t^{\lambda-1} t^{\lambda-1} z dt = m_e(\lambda) z^{\lambda}.$$ 

Next, we recall the following result by H. Komatsu, which was useful in the proof of Proposition 3.7.

**Proposition 3.13** ([18], Proposition 4.5). Let $M(r)$ be the function associated with a sequence $M$ verifying (a0). Given an entire function $F(z) = \sum_{n=0}^{\infty} a_n z^n$, $z \in \mathbb{C}$, the following statements are equivalent:

(i) $F$ is of $M$–growth.

(ii) There exist $c, k > 0$ such that for every $n \in \mathbb{N}_0$, $|a_n| \leq ck^n/M_n$.

Taking this characterization into account, one may justify termwise integration to obtain that, for such a function $F$,

$$T_e F(z) = \sum_{n=0}^{\infty} a_n m_e(n) z^n$$

whenever $|z|$ is small enough. In case $\omega(M) < 2$, and particularizing this result for $F = E$ (the kernel function corresponding to $e$), we deduce that for every $z \neq 0$ and $w \neq 0$ such that $|z/w| < 1$ one has

$$\frac{w}{w - z} = \int_0^{\infty(\tau)} e(u/z) E(u/w) \frac{du}{u},$$

a formula which remains valid as long as both sides are defined. Suppose now that $f$ is holomorphic in a sectorial region $G(d, \alpha)$, with $\alpha > \omega(M)$, and continuous at the origin. By Propositions 3.12 and 3.11, $T_e T_e f$ is well defined; a change in the order of integration and the use of (16) prove that

$$T_e T_e f = f.$$ 

Finally, since $f_\lambda$ (defined above) is continuous at the origin, it makes sense to compute

$$T_e f_\lambda(u) = -\frac{1}{2\pi i} \int_{\partial(0)(\tau)} E(u/z) z^{\lambda-1} dz.$$ 

Putting $u/z = t$, the integral is changed into

$$T_e f_\lambda(u) = \frac{u^{\lambda}}{2\pi i} \int_{\gamma_e} E(t) t^{-\lambda-1} dt,$$
eral asymptotic expansions. Given two sequences of positive real numbers $M$.

Proof. (i) From Proposition 3.11 we know that $T_e f(u)$ is a constant multiple of $u^\lambda$ in $S(d, \alpha - \omega(M))$. According to (15) and (17), we conclude that

$$T_e f(u) = \frac{u^\lambda}{m_e(\lambda)}.$$  

(18)

Observe that, taking into account (14), the same will be true if $\omega(M) \geq 2$. Therefore, it is adequate to make the following definitions.

Definition 3.14. Given a strongly regular sequence $M$ and a kernel for $M-$summability $e$, the formal $e-$Laplace transform $\hat{T}_e : \mathbb{C}[[z]] \rightarrow \mathbb{C}[[z]]$ is given by

$$\hat{T}_e \left( \sum_{p=0}^{\infty} a_p z^p \right) := \sum_{p=0}^{\infty} m_e(p) a_p z^p, \quad \sum_{p=0}^{\infty} a_p z^p \in \mathbb{C}[[z]].$$

Accordingly, we define the formal $e-$Borel transform $\hat{T}_e^- : \mathbb{C}[[z]] \rightarrow \mathbb{C}[[z]]$ by

$$\hat{T}_e^- \left( \sum_{p=0}^{\infty} a_p z^p \right) := \sum_{p=0}^{\infty} \frac{a_p}{m_e(p)} z^p, \quad \sum_{p=0}^{\infty} a_p z^p \in \mathbb{C}[[z]].$$

The operators $\hat{T}_e$ and $\hat{T}_e^-$ are inverse to each other.

The next result lets us know how these analytic and formal transforms interact with general asymptotic expansions. Given two sequences of positive real numbers $M = (M_n)_{n \in \mathbb{N}_0}$ and $M' = (M'_n)_{n \in \mathbb{N}_0}$, we consider the sequences $M \cdot M' = (M_n M'_n)_{n \in \mathbb{N}_0}$ and $M'/M = (M'_n/M_n)_{n \in \mathbb{N}_0}$. We note that if both sequences are strongly regular, $M \cdot M'$ is again strongly regular (see Proposition 2.8), but $M'/M$ might not be.

Remark 3.15. One may easily prove (see Remark 5.8 in [39]) that given $K > 0$, there exist $C, D > 0$ such that for every $p \in \mathbb{N}$ one has

$$\int_0^\infty t^{p-1} h_M(K/t) dt \leq C D^p M_p.$$  

(19)

Theorem 3.16. Suppose $M$ is strongly regular and $e$ is a kernel for $M-$summability. For any sequence $M'$ of positive real numbers the following hold:

(i) If $f \in O^M(S(d, \alpha))$ and $f \sim_{M'} \hat{f}$, then $T_e f \sim_{M \cdot M'} \hat{T}_e \hat{f}$ in a sectorial region $G(d, \alpha + \omega(M))$.

(ii) If $f \sim_{M'} \hat{f}$ in a sectorial region $G(d, \alpha)$ with $\alpha > \omega(M)$, then $T_e^- f \sim_{M'/M} \hat{T}_e^- \hat{f}$ in the sector $S(d, \alpha - \omega(M))$.

Proof. (i) From Proposition 3.11 we know that $g := T_e f \in O(G(d, \alpha + \omega(M)))$ for a sectorial region $G = G(d, \alpha + \omega(M))$. Put $\hat{f} = \sum_{n=0}^{\infty} f_n u^n$. Given $\delta \in (0, \alpha)$, there exist $c, k > 0$ such that for every $u \in S(d, \delta, 1)$ and every $n \in \mathbb{N}$ one has

$$|f(u) - \sum_{k=0}^{n-1} f_k u^k| \leq c k^n M'_n |u|^n.$$
Then, we deduce that \( |f_n| \leq ck^n M'_n \) for every \( n \). Also, since \( f \) is of \( M \)-growth, for every \( u \in S(d, \theta) \) we have, by suitably enlarging the constants,

\[
|f(u) - \sum_{k=0}^{n-1} f_k u^k| \leq \frac{c_1 k^n M'_n |u|^n}{h_M(k_1/|u|)}.
\]

Observe that, by (15), for every \( z \in G \) we have

\[
g(z) - \sum_{k=0}^{n-1} m_c(k)f_k z^k = T_e \left( f(u) - \sum_{k=0}^{n-1} f_k u^k \right)(z).
\]

So, given \( \tau \in \mathbb{R} \) with \( |\tau - d| < \alpha \pi/2 \) and \( z \in S(\tau, \beta) \) with \( \beta \in (0, \omega(\mathbb{M})) \) and \( |z| \) small enough, we have

\[
g(z) - \sum_{k=0}^{n-1} m_c(k)f_k z^k = \int_0^{\infty(\tau)} e(u/z)(f(u) - \sum_{k=0}^{n-1} f_k u^k) \frac{du}{u}.
\]

Since \( u/z \in S_\beta \), by Definition 3.4(iii) there exist \( c_2, k_2 > 0 \) such that

\[
|e(u/z)| \leq c_2 h_M(k_2 |z|/|u|),
\]

and so, taking into account (20) and (6),

\[
\frac{|e(u/z)|}{u} (f(u) - \sum_{k=0}^{n-1} f_k u^k) \leq c_1 c_2 k^n M'_n |u|^{n-1} h_M(k_2 |z|/|u|) \leq c_1 c_2 k^n M'_n |u|^{n-1} h_M(k_1/|u|).
\]

For \( z \in S(\tau, \beta, k_1/(\rho(2)k_2)) \) we have \( \rho(2)k_2 |z|/|u| < k_1/|u| \) and, \( h_M \) being increasing, we obtain that

\[
\frac{|e(u/z)|}{u} (f(u) - \sum_{k=0}^{n-1} f_k u^k) \leq c_1 c_2 k^n M'_n |u|^{n-1} h_M(\rho(2)k_2 |z|/|u|),
\]

what implies that

\[
g(z) - \sum_{k=0}^{n-1} m_c(k)f_k z^k \leq c_1 c_2 k^n M'_n \int_0^\infty s^{n-1} h_M(\rho(2)k_2 |z|/s) ds.
\]

Making the change of variable \( s = |z|t \) and applying (19) leads to the conclusion.

(ii) From Proposition 3.12, \( g := T'_e f \) belongs to \( O(S(d, \alpha - \omega(\mathbb{M}))) \). As in the proof of that Proposition, we limit ourselves to the case \( \omega(\mathbb{M}) < 2 \). It suffices to obtain estimates on a bounded subsector \( T = S(\tau, e \omega(\mathbb{M})/\pi, \rho) \ll S(d, \alpha - \omega(\mathbb{M})) \), for \( \tau \) and \( e \) entering in the definition of the path \( \delta_{\omega(\mathbb{M})}(\tau) = \delta_1 + \delta_2 + \delta_3 \) within \( G(d, \alpha) \) (\( \delta_1 \) and \( \delta_3 \) are segments in directions \( \theta_1 \) and \( \theta_3 \), respectively, and \( \delta_2 \) is a circular arc with radius \( r > 0 \)). If \( f = \sum_{n=0}^\infty f_n u^n \), there exist \( c, k > 0 \) such that for every \( z \) in the trace of \( \delta_{\omega(\mathbb{M})}(\tau) \) and every \( n \in \mathbb{N} \) one has

\[
|f(z) - \sum_{k=0}^{n-1} f_k z^k| \leq ck^n M'_n |z|^n.
\]

By (18), for every \( u \in T \) we have

\[
g(u) - \sum_{k=0}^{n-1} m_c(k) f_k u^k = T'_e \left( f(z) - \sum_{k=0}^{n-1} f_k z^k \right)(u) = -\frac{1}{2\pi i} \int_{\delta_{\omega(\mathbb{M})}(\tau)} E(u/z)(f(z) - \sum_{k=0}^{n-1} f_k z^k) \frac{dz}{z}
\]

\[
= -\frac{1}{2\pi i} \sum_{j=1}^3 \int_{\delta_j} E(u/z)(f(z) - \sum_{k=0}^{n-1} f_k z^k) \frac{dz}{z}.
\]
By applying (21) and (9), we see that
\[
\left| \int_{\delta_2} E(u/z) (f(z) - \sum_{k=0}^{n-1} f_k z^k) \frac{dz}{z} \right| \leq c(\theta_1 - \theta_3) k^n M'_n r^n \max_{|z|=r} |E(u/z)| \leq \frac{cC(\theta_1 - \theta_3) k^n M'_n r^n}{h_M(Kr/|u|)}.
\]
So, for \( n \) large enough we may choose \( r = |u|/(Km_n) \) and, since \( h_M(1/m_n) = M_n/m_n \), we deduce that
\[
\left| \int_{\delta_2} E(u/z) (f(z) - \sum_{k=0}^{n-1} f_k z^k) \frac{dz}{z} \right| \leq \frac{cC(\theta_1 - \theta_3) k^n M'_n |u|^n}{K^n M_n}.
\]

On the other hand, again (21) implies that for \( j = 1, 3 \),
\[
\left| \int_{\delta_j} E(u/z) (f(z) - \sum_{k=0}^{n-1} f_k z^k) \frac{dz}{z} \right| \leq ck^n M'_n \int_0^r t^n |E(e^{-i\theta_j}/t)| \frac{dt}{t} = \frac{ck^n M'_n |u|^n}{s} \int_0^{r/|u|} s^n |E(e^{i(\arg(u) -\theta_j)/s})| ds,
\]
after the change of variable \( t = |u|s \). The same choice of \( r \) as before leads to
\[
\left| \int_{\delta_j} E(u/z) (f(z) - \sum_{k=0}^{n-1} f_k z^k) \frac{dz}{z} \right| \leq ck^n M'_n |u|^n \int_0^{1/(Km_n)} s^n |E(e^{i(\arg(u) -\theta_j)/s})| ds \leq \frac{ck^n M'_n |u|^n}{K^n M_n} \int_0^{1/(Km_n)} \frac{1}{s} |E(e^{i(\arg(u) -\theta_j)/s})| ds.
\]
Since \( \lim_{n \to \infty} m_n = \infty \), the last integral admits an upper bound independent of \( u \) and \( n \) because of condition (vi) in Definition 3.4. According to (5), (22), (23) and (24), the conclusion is reached.

We are ready for giving a definition of summability in a direction with respect to a kernel \( e \) of \( \mathbb{M} \)-summability. Let \( T_e \) be the corresponding Laplace operator, and recall that \( m_e \) is strongly regular and equivalent to \( M \), so that, on one hand, \( \Lambda_M = \Lambda_{m_e} \) and, on the other hand, it makes sense to consider the space \( \mathcal{O}^{m_e}(S) \) for any unbounded sector \( S \) and, moreover, \( \mathcal{O}^{m_e}(S) = \mathcal{O}^{\overline{m}_e}(S) \) (see (2)).

**Definition 3.17.** We say \( \hat{f} = \sum_{n \geq 0} \frac{f_n}{n!} z^n \) is \( T_e \)-summable in direction \( d \in \mathbb{R} \) if:

(i) \( (f_n)_{n \in \mathbb{N}_0} \in \Lambda_{m_e} \), so that \( g := T_e^{-1} \hat{f} = \sum_{n \geq 0} \frac{f_n}{n! m_e(n)} z^n \) converges in a disc, and

(ii) \( g \) admits analytic continuation in a sector \( S = S(d, \varepsilon) \) for some \( \varepsilon > 0 \), and \( g \in \mathcal{O}^{m_e}(S) \).

The next result states the equivalence between \( \mathbb{M} \)-summability and \( T_e \)-summability in a direction, and provides a way to recover the \( \mathbb{M} \)-sum in a direction of a summable power series by means of the formal and analytic transforms previously introduced.

**Theorem 3.18.** Given a strongly regular sequence \( \mathbb{M} \), a direction \( d \) and a formal power series \( \hat{f} = \sum_{n \geq 0} \frac{f_n}{n!} z^n \), the following are equivalent:

(i) \( \hat{f} \) is \( \mathbb{M} \)-summable in direction \( d \).
(ii) For every kernel \( e \) of \( M \)-summability, \( \hat{f} \) is \( T_e \)-summable in direction \( d \).

(iii) For some kernel \( e \) of \( M \)-summability, \( \hat{f} \) is \( T_e \)-summable in direction \( d \).

In case any of the previous holds, we have (after analytic continuation)

\[
S_{M,d} \hat{f} = T_e(\hat{T}_e \hat{f})
\]

for any kernel \( e \) of \( M \)-summability.

**Proof.** (i) \( \implies \) (ii) Let \( f = S_{M,d} \hat{f} \), the \( M \)-sum of \( \hat{f} \) in direction \( d \). Then \( f \sim_M \hat{f} \) in a sectorial region \( G(d, \alpha) \) with \( \alpha > \omega(M) \), and moreover \((f_n)_{n \in \mathbb{N}_0} \in A_M \). If we put \( M' = (1)_{n \in \mathbb{N}_0} \) (the constant sequence whose terms are all equal to 1), item (ii) in Theorem 3.16 states that \( g := T_{e'} f \sim_M \hat{T}_{e'} \hat{f} \), what implies that \( \hat{T}_{e'} \hat{f} \) converges to \( g \) in a disk, and \( g \) is, by Proposition 3.12, of \( M' \)-growth in a small unbounded sector around \( d \), as we intended to prove.

(ii) \( \implies \) (iii) Trivial.

(iii) \( \implies \) (i) Since \( g := \hat{T}_{e'} \hat{f} \) converges in a disc and admits analytic continuation in a sector \( S = S(d, \varepsilon) \) for some \( \varepsilon > 0 \), we have that \( g \sim_M \hat{T}_{e'} \hat{f} \) in \( S \) with \( M' = (1)_{n \in \mathbb{N}_0} \). Moreover, \( g \in O^{M'}(S) = O^{M}(S) \), and due to (i) in Theorem 3.16, we obtain that the function \( f := T_{e'} g \) is holomorphic in a sectorial region of opening greater than \( \pi \omega(M) \) and \( f \sim_M \hat{f} \) there, so we are done. \( \square \)

**Remark 3.19.** (i) In case \( M = M_{1/k} \), the summability methods described are just the classical \( k \)-summability and \( T_e \)-summability (in a direction) for kernels \( e \) of order \( k > 0 \).

(ii) If \( M \) and \( M' \) are equivalent strongly regular sequences, the respective families of kernels of summability coincide, as it is easily deduced from (2), hence the summability methods just introduced for \( M \) and \( M' \) are all the same, as well as the sums provided for every \( M \)– (or equivalently, \( M' \)–) summable series in a direction.

In particular, consider a kernel \( e \), its moment function \( m_e \) and the strongly regular sequence of moments \( m_e \), as in Remark 3.8(ii). According to Definition 3.4, Remark 3.5(iii) and Remark 3.8(ii), for every \( s > 0 \) one may deduce that \( e^{(s)}(z) := e(z^{1/s})/s \) is a kernel for \( m_e^{(s)} \)–summability (recall that \( m_e^{(s)} = (m_e^s(n))_{n \in \mathbb{N}_0} \) with moment function \( m_e^{(s)}(\lambda) = m_e(s \lambda) \) and sequence of moments \( m_e^{(s)} = (m_e^s(n))_{n \in \mathbb{N}_0} \), and consequently, \( m_e^{(s)} \) and \( m_e^{(s)} \) are equivalent (Proposition 3.7) and

\[
\omega((m_e^s(n))_{n \in \mathbb{N}_0}) = \omega(m_e^{(s)}) = s \omega(m_e) = s \omega((m_e^s(n))_{n \in \mathbb{N}_0}).
\]

Moreover, by (2) and (10), there exist \( A, B > 0 \) such that for every \( t \geq 0 \) one has

\[
(h_{m_e}(At))^s = h_{m_e^{(s)}}(A^st^s) \leq h_{m_e^{(s)}}(t^s) \leq h_{m_e^{(s)}}(B^st^s) = (h_{m_e}(Bt))^s.
\]

## 4 Kernels of summability from proximate orders

In this section we show how one can construct kernels of summability for a strongly regular sequence \( M \) by relying on the notion of analytic proximate orders, appearing in the theory of growth of entire functions and developed, among others, by E. Lindelöf, G. Valiron, B. Ja. Levin, A. A. Goldberg, I. V. Ostrovskii and L. S. Maergoiz (see the references [42, 23, 14, 24]).
Definition 4.1 ([42]). We say a real function \( \rho(r) \), defined on \((c, \infty)\) for some \( c \geq 0 \), is a proximate order if the following hold:

(i) \( \rho(r) \) is continuous and piecewise continuously differentiable in \((c, \infty)\),

(ii) \( \rho(r) \geq 0 \) for every \( r > c \),

(iii) \( \lim_{r \to \infty} \rho(r) = \rho < \infty \),

(iv) \( \lim_{r \to \infty} r \rho'(r) \log(r) = 0 \).

Definition 4.2. Two proximate orders \( \rho_1(r) \) and \( \rho_2(r) \) are said to be equivalent if

\[
\lim_{r \to \infty} (\rho_1(r) - \rho_2(r)) \log(r) = 0.
\]

Remark 4.3. If \( \rho_1(r) \) and \( \rho_2(r) \) are equivalent and \( \lim_{r \to \infty} \rho_1(r) = \rho \), then \( \lim_{r \to \infty} \rho_2(r) = \rho \) and \( \lim_{r \to \infty} \frac{r \rho_1'(r)}{\rho_2'(r)} = 1 \).

Definition 4.4. Let \( \rho(r) \) be a proximate order and \( f \) be an entire function. The type of \( f \) associated with \( \rho(r) \) is

\[
\sigma_f(\rho(r)) = \sigma_f := \limsup_{r \to \infty} \frac{\log \max_{|z|=r} |f(z)|}{r \rho(r)}.
\]

We say \( \rho(r) \) is a proximate order of \( f \) if \( 0 < \sigma_f < \infty \).

Remark 4.5. If \( \rho(r) \to \rho > 0 \) is a proximate order of \( f \), then \( f \) is of exponential order \( \rho \) and there exists \( K > 0 \) such that for every \( z \in \mathbb{C} \) one has

\[
|f(z)| \leq \exp(K|z|^\rho).
\]

Moreover, and according to Remark 4.3, the type of \( f \) does not change if we substitute a proximate order of \( f \) by an equivalent one.

The following result of L. S. Maergoiz [24] will be the key for our construction. For an arbitrary sector bisected by the positive real axis, it provides holomorphic functions whose restriction to \((0, \infty)\) is real and has a growth at infinity specified by a prescribed proximate order.

Theorem 4.6 ([24], Thm. 2.4). Let \( \rho(r) \) be a proximate order with \( \rho(r) \to \rho > 0 \) as \( r \to \infty \). For every \( \gamma > 0 \) there exists an analytic function \( V(z) \) in \( S_\gamma \) such that:

(i) For every \( z \in S_\gamma \),

\[
\lim_{r \to \infty} \frac{V(zr)}{V(r)} = z^\rho,
\]

uniformly in the compact sets of \( S_\gamma \).

(ii) \( V(z) = V(\overline{z}) \) for every \( z \in S_\gamma \) (where, for \( z = (|z|, \arg(z)) \), we put \( \overline{z} = (|z|, -\arg(z)) \)).

(iii) \( V(r) \) is positive in \((0, \infty)\), monotone increasing and \( \lim_{r \to 0} V(r) = 0 \).

(iv) The function \( t \in \mathbb{R} \to V(e^t) \) is strictly convex (i.e. \( V \) is strictly convex relative to \( \log(r) \)).

(v) The function \( \log(V(r)) \) is strictly concave in \((0, \infty)\).
(vi) The function \( \rho_0(r) := \log(V(r))/\log(r) \), \( r > 0 \), is a proximate order equivalent to \( \rho(r) \).

**Remark 4.7.** We denote by \( \mathfrak{B}(\gamma, \rho(r)) \) the class of such functions \( V \). Given a strongly regular sequence \( M \) and its associated function \( M(r) \) (see (3)), suppose the function \( d(r) = \log(M(r))/\log(r) \) is a proximate order. The main results in [39] rested on the fact that, for every \( V \in \mathfrak{B}(2\omega(M), d(r)) \), the function \( G \) given by \( G(z) = \exp(-V(1/z)) \) is a flat function in the class \( \tilde{A}_M(S_{\omega(M)}) \). We will make use of some of its properties in the next result.

**Theorem 4.8.** Suppose \( M \) is a strongly regular sequence with \( \omega(M) < 2 \) and such that the function \( d(r) = \log(M(r))/\log(r) \) is a proximate order. Then, for every \( V \in \mathfrak{B}(2\omega(M), d(r)) \), the function \( e_V \) defined in \( S_{\omega(M)} \) by

\[
e_V(z) = \frac{1}{\omega(M)} z \exp(-V(z))
\]

is a kernel of \( M \)-summability.

**Proof.** Since \( V \) is holomorphic in \( S_{\omega(M)} \) and real in \((0, \infty)\), the same is true for \( e_V \), so that (i) and (iv) in Definition 3.4 hold. Properties (ii) and (iii) in that Definition have been obtained, with a slight modification in the first case, in Lemma 5.3 of [39], as a consequence of the following result.

**Proposition 4.9** ([24], Property 2.9). Let \( \rho > 0 \), \( \rho(r) \) a proximate order with \( \rho(r) \rightarrow \rho \), \( \gamma \geq 2/\rho \) and \( V \in \mathfrak{B}(\gamma, \rho(r)) \). Then, for every \( \alpha \in (0, 1/\rho) \) there exist constants \( b > 0 \) and \( R_0 > 0 \) such that

\[
\Re(V(z)) \geq bV(|z|), \quad z \in S_\alpha, \ |z| \geq R_0.
\]

Note that, since \( d(r) \) is a proximate order and, by (4) and (7), we have that

\[
\lim_{r \to \infty} d(r) = \rho[M] = \frac{1}{\omega(M)},
\]

we may apply Proposition 4.9 with \( \rho = 1/\omega(M) \), \( \rho(r) = d(r) \) and \( \gamma = 2\omega(M) \).

Then, the moment function associated with \( e_V \),

\[
m_V(\lambda) := \int_0^\infty t^{\lambda-1} e_V(t) \, dt = \int_0^\infty t^{\lambda} e^{-V(t)} \, dt,
\]

is well defined in \( \{\Re(\lambda) \geq 0\} \), continuous in its domain and holomorphic in \( \{\Re(\lambda) > 0\} \); clearly, \( m_V(x) > 0 \) for every \( x \geq 0 \). Moreover, we have the following result.

**Proposition 4.10** ([24], Thm. 3.3). The function

\[
E_V(z) = \sum_{n=0}^{\infty} \frac{z^n}{m_V(n)}, \quad z \in \mathbb{C},
\]

is entire and of proximate order \( d_0(r) = \log(V(r))/\log(r) \).

According to Remark 4.5, from this fact we deduce that there exists a constant \( K_1 > 0 \) such that for every \( z \in \mathbb{C} \) one has

\[
|E_V(z)| \leq \exp(K_1 V(|z|)).
\]

Since \( d_0(r) \) is a proximate order equivalent to \( d(r) = \log(M(r))/\log(r) \), by Remark 4.3 we have

\[
|E_V(z)| \leq C \exp(K M(|z|))
\]

for every \( z \in \mathbb{C} \) and suitably large constants \( C, K > 0 \), and so condition (v) in Definition 3.4 is satisfied. Finally, we take into account the following.
**Proposition 4.11** ([24], (3.25)). Let $\rho(r)$ be a proximate order with $\rho > 1/2$, $\gamma \geq 2/\rho$ and $V \in \mathfrak{B}(\gamma, \rho(r))$. Then, for every $\varepsilon > 0$ such that $\varepsilon < \pi(1 - 1/(2\rho))$ we have, uniformly as $|z| \to \infty$, that (in Landau’s notation)

$$E_V(z) = O \left( \frac{1}{|z|} \right), \quad \frac{\pi}{2\rho} + \varepsilon \leq |\arg z| \leq \pi.$$  

This information easily implies that also condition (vi) in Definition 3.4 is fulfilled, what concludes the proof. \(\square\)

**Remark 4.12.** In case $\omega(M) \geq 2$, we consider $s > 0$ and $M^{(1/s)} := (M_{n^{1/s}})_{n \in \mathbb{N}_0}$ as in Remark 3.5(iii), in such a way that $\omega(M^{(1/s)}) = \omega(M)/s < 2$. With obvious notation, we have that $d^{(1/s)}(r) = sd(r^s) - \log(s)/\log(r)$ for $r$ large enough, and

$$r(d^{(1/s)})'(r) \log(r) = sr^s d'(r^s) \log(r^s) + \frac{\log(s)}{\log(r)}$$

whenever both sides are defined. So, it is clear that $d(r)$ is a proximate order if, and only if, $d^{(1/s)}(r)$ is. Were this the case, by the previous result we would have kernels $\tilde{e}$ for $M^{(1/s)}$—summability, and the function $e(z) = \tilde{e}(z^{1/s})/s$ will be a kernel for $M$—summability.

Regarding the question of whether $d(r)$ is a proximate order or not, we have the following characterization and result.

**Proposition 4.13** ([39], Prop. 4.9). Let $M$ be a strongly regular sequence, and $d(r)$ its associated function. The following are equivalent:

(i) $d(r)$ is a proximate order,

(ii) $\lim_{p \to \infty} m_p d'(m_p^+) \log(m_p) = 0$,

(iii) $\lim_{p \to \infty} \frac{p + 1}{M(m_p)} = \frac{1}{\omega(M)} = \rho[M]$.

**Corollary 4.14** ([39], Corollary 4.10). If

$$\lim_{p \to \infty} p \log \left( \frac{m_p + 1}{m_p} \right) \text{ exists (finite or not)},$$

then its value is a fortiori $\omega(M)$, $d(r)$ is a proximate order and, moreover,

$$\omega(M) = \lim_{p \to \infty} \frac{\log(m_p)}{\log(p)} \quad \text{(instead of lim inf, see (7)).}$$

**Remark 4.15.**

(i) The previous condition (27) holds for every sequence $M_{\alpha,\beta}$, so that in any of these cases $d(r)$ is a proximate order and it is possible to construct kernels. Indeed, we have not been able yet to provide an example of a strongly regular sequence for which $d(r)$ is not a proximate order, i.e., for which condition (iii) in Proposition 4.13 does not hold.

(ii) If $M$ is such that $d(r)$ is not a proximate order, but there exists a proximate order $\rho(r)$ and constants $A, B > 0$ such that eventually $A \leq (d(r) - \rho(r)) \log(r) \leq B$, then one may also construct kernels for $M$—summability.

(iii) The method described in this section provides kernels, but not all. For example, for $k > 0$ the function $e(z) = kz^k e^{-z^k}$ gives rise to the standard Laplace and Borel (with Mittag-Leffler kernel) transforms of order $k$, and it is a kernel for $M_{1/k}$—summability. However, it does not arise from the previous construction, as it would correspond to the function $V(r) = r^k - (k - 1) \log(r)$ which does not have the required properties.
5 Application to some moment-PDE

Following the idea of W. Balser and M. Yoshino [8], given a sequence of moments $m := (m(p))_{p \in \mathbb{N}_0}$ let us consider the operator $\partial_{m,z}$, from $\mathbb{C}[[z]]$ into itself, given by

$$\partial_{m,z} \left( \sum_{p \geq 0} \frac{f_p}{m(p)} z^p \right) = \sum_{p \geq 0} \frac{f_{p+1}}{m(p)} z^p.$$ 

S. Michalik [32] has studied the initial value problem for linear moment-partial differential equations of the form

$$P(\partial_{m_1,t}, \partial_{m_2,z}) u(t, z) = 0,$$

with given initial conditions

$$\partial^{j}_{m_1,t} u(0, z) = \varphi_j(z) \in \mathcal{O}(D), \quad j = 0, \ldots, n - 1,$$

for some $n \in \mathbb{N}$, and some neighborhood of the origin $D$, say $D(0, r)$ for some $r > 0$. Here, $P(\lambda, \xi) \in \mathbb{C}[[\lambda, \xi]]$ is a polynomial of degree $n$ in the variable $\lambda$, and $m_1 = (m_1(p))_{p \in \mathbb{N}_0}$ and $m_2 = (m_2(p))_{p \in \mathbb{N}_0}$ are given moment sequences corresponding to kernels $e_1$ and $e_2$ of orders $k_1 > 0$ and $k_2 > 0$, respectively, as defined by W. Balser in [2]. In this last section we aim at stating analogous results to those in [32], now in the case when these kernels are associated with general strongly regular sequences (which might not be equivalent to Gevrey ones). So, our setting is as described in Remark 3.8(ii). Although the class of linear moment-partial differential equations under study has been enlarged, the main ideas do not greatly differ from the ones in [32], so we will omit some proofs requiring only minor modifications with respect to the ones provided in that work.

The approach in [32] is based on the reduction of the initial problem (28),(29) into a finite number of problems which are easier to handle. For this purpose, we put

$$P(\lambda, \xi) = P_0(\xi)(\lambda - \lambda_1(\xi))^n_1 \cdots (\lambda - \lambda_\ell(\xi))^n_\ell,$$

where $n_1, \ldots, n_\ell \in \mathbb{N}$ with $n_1 + \cdots + n_\ell = n$. For every $j = 1, \ldots, \ell$, the function $\lambda_j(\xi)$ is an algebraic function, holomorphic for $|\xi| > R_0$, for some $R_0 > 0$, and with polynomial growth at infinity. The existence is proven of a normalised formal solution $\hat{u}$ to the main problem (28),(29), chosen so as to satisfy also the equation

$$(\partial^{j}_{m_1,t} - \lambda_1(\partial_{m_2,z})) u(0, z) = \varphi_j(z) \in \mathcal{O}(D), \quad j = 0, \ldots, n - 1,$$

(31)

(32)

$$\hat{u} = \sum_{\alpha=1}^{\ell} \sum_{\beta=1}^{n_\alpha} \hat{u}_{\alpha\beta},$$

$\hat{u}_{\alpha\beta}$ being the formal solution of

$$\begin{cases}
(\partial^{j}_{m_1,t} - \lambda_\alpha(\partial_{m_2,z}))^{\beta} \hat{u}_{\alpha\beta} = 0 \\
\partial^{j}_{m_1,t} \hat{u}_{\alpha\beta}(0, z) = 0, \quad j = 0, \ldots, \beta - 2 \\
\partial^{\beta-1}_{m_1,t} \hat{u}_{\alpha\beta}(0, z) = \lambda^{\beta-1}_\alpha(\partial_{m_2,z}) \phi_{\alpha\beta}(z),
\end{cases}$$

(33)
where $\phi_{\alpha\beta}(z) := \sum_{j=0}^{n-1} d_{\alpha\beta j}(\partial_{m_{2, z}}) \phi_j(z) \in O(D(0, r))$, and $d_{\alpha\beta j}(\xi)$ are holomorphic functions of polynomial growth at infinity for every $\alpha$ and $\beta$. One may easily check that the formal solution of (33) is given by

\begin{equation}
\hat{u}_{\alpha \beta}(t, z) = \sum_{j=0}^{\infty} \left( \frac{\lambda_j^\alpha (\partial_{m_{2, z}}) \phi_{\alpha \beta}(z)}{m_1(j)} \right)^j.
\end{equation}

We do not enter into details about this point, for the proof of this result is entirely analogous in our situation. We will focus our attention on the convergence of the formal solution, and also on the growth rate of its coefficients when it has null radius of convergence, but firstly we recall the meaning of the pseudodifferential operators $\lambda(\partial_{m_{e, z}})$ (like the ones appearing in (31), (33) and (34)), where $\lambda(\xi)$ is an element in the set $\{\lambda_j : j = 1, \ldots, \ell\}$ and $m_e = (m_e(p))_{p \in \mathbb{N}_0}$ is the strongly regular sequence of moments of a kernel $e$ with moment function $m_e$. Given $r > 0$, one can check (see Proposition 3 in [32]) that the differential operator $\partial_{m_{e, z}}$ is well-defined for any $\phi \in O(D(0, r))$, and for $0 < \varepsilon < r$ and every $z \in D(0, \varepsilon)$ one has

\begin{equation}
\partial_{m_{e, z}}^n \phi(z) = \frac{1}{2\pi i} \int_{|w| = \varepsilon} \phi(w) \int_0^{\infty(\theta)} \xi^n E(z, \xi) e(w\xi) w\xi d\xi dw,
\end{equation}

for every $n \in \mathbb{N}_0$, where $\theta \in (-\arg(w) - \frac{w(m_e)}{2}, -\arg(w) + \frac{w(m_e)}{2})$ and $E$ is the second kernel in Definition 3.4.

This expression inspires the definition of the pseudodifferential operator $\lambda(\partial_{m_{e, z}})$ as

\begin{equation}
\lambda(\partial_{m_{e, z}}) \phi(z) := \frac{1}{2\pi i} \int_{|w| = \varepsilon} \phi(w) \int_{\xi_0}^{\infty(\theta)} \lambda(\xi) E(\xi z) e(\xi w) \xi w d\xi dw,
\end{equation}

for every $\phi \in O(D(0, r))$, where $\xi_0 = R_0 e^{i\theta}$ with suitably large $R_0 > 0$ and $\theta$ as before (see Definition 8 in [32]).

Next we study the growth rate of the formal solution of (33), given in (34). To this end, we need the following definition and lemmas.

**Definition 5.1.** Let $U \subseteq \mathbb{C}$ be a neighborhood of $\infty$, and $\Psi \in O(U)$. The **pole order** $q \in \mathbb{Q}$ and the **leading term** $\psi \in \mathbb{C} \setminus \{0\}$ associated with $\Psi$ are the elements satisfying

\[ \lim_{z \to \infty} \frac{\Psi(z)}{z^q} = \psi, \]

if they exist.

**Lemma 5.2.** Let $e$, $m_e$, and $m_e$ be as before, $\lambda(\xi)$ have pole order $q$ and leading term $\lambda_0$, and let $\phi \in O(D(0, r))$. There exist $r_0, A, B > 0$ such that

\[ \sup_{|z| < r_0} |\lambda(\partial_{m_{e, z}}) \phi(z)| \leq |\lambda_0| AB^q m_e(q). \]

**Proof.** One may choose $R_0 > 0$ such that $|\lambda(\xi)| \leq 2|\lambda_0| |\xi|^q$ for every $\xi$ with $|\xi| \geq R_0$. Let $w \in \mathbb{C}$ with $0 < |w| = \varepsilon < r$, and put $\theta = -\arg(w)$ and $\xi_0 = R_0 e^{i\theta}$. One has

\begin{equation}
\left| \int_{\xi_0}^{\infty(\theta)} \lambda(\xi) E(\xi z) e(\xi w) \xi w d\xi \right| \leq 2|\lambda_0| \int_{R_0}^{\infty} s^q |E(se^{i\theta} w)| \frac{|e(se^{i\theta} w)|}{s\varepsilon} ds.
\end{equation}
Remark 5.4. The previous estimates, according to Remark 3.19(ii), could also be expressed as

\[ |E(se^{i\theta}z)e(se^{i\theta}w)| \leq \frac{c_1}{h_{m_e}(\frac{c_2}{s|z|})} h_{m_e}(\frac{c_3}{s\varepsilon}) \]

for some \( c_1, c_2, c_3 > 0 \) and for every \( s \in [R_0, \infty) \). From (6) one has

\[ c_1 h_{m_e}(\frac{2}{s|z|}) h_{m_e}(\frac{c_3}{s\varepsilon}) \leq c_1 h_{m_e}^2(\frac{\rho(2)c_1}{s\varepsilon}). \]

Let \( r_0 > 0 \) be such that \( r_0 \leq c_2/(\rho(2)c_3) \), so that \( \rho(2)c_3/(s\varepsilon) \leq c_2/(s|z|) \) for every \( z \in D(0, r_0) \). For such \( z \), the expression in the right-hand side of (36) is upper bounded by \( c_1 h_{m_e}(\rho(2)c_3/(s\varepsilon)) \), and one obtains that the last expression in (35) can be upper bounded by

\[ 2c_1|\lambda_0| \int_{R_0}^{\infty} \frac{s^{q-1}}{\varepsilon} h_{m_e}(\frac{\rho(2)c_3}{s\varepsilon}) ds. \]

In turn, by the very definition of \( h_{m_e} \), the previous quantity is less than

\[ 2c_1|\lambda_0|(|\rho(2)c_3|)^{q+2} \frac{1}{\varepsilon^{q+3}} m_e(|q| + 2) \int_{R_0}^{\infty} \frac{1}{s^{3+|q|-q}} ds. \]

The last integral is easily seen to be bounded above by some constant independent of \( q \). Moreover, the moderate growth property of \( m_e \) leads to an estimate of the form

\[ |\lambda_0|A_0B_0^q m_e(|q|). \]

Finally, we observe that the function \( x \in [0, \infty) \rightarrow m_e(x) \) is continuous, strictly convex (since \( m_e''(x) > 0 \) for every \( x > 0 \)) and \( \lim_{x \rightarrow \infty} m_e(x) = \infty \), so it reaches its absolute minimum \( m_e(x_0) > 0 \) at a point \( x_0 \geq 0 \), and it is decreasing in \( (0, x_0) \) (if \( x_0 > 0 \)) and increasing in \( (x_0, \infty) \). So, we deduce that whenever \( x_0 \leq x \leq y \) we have \( m_e(x) \leq m_e(y) \), while if \( 0 \leq x < x_0 \) and \( x \leq y \), then \( m_e(x)/m_e(y) \leq m_e(0)/m_e(x_0) \). In conclusion, there exists a constant \( A_1 > 0 \) such that \( m_e(x) \leq A_1m_e(y) \) whenever \( 0 \leq x \leq y \), and in particular, \( m_e([x]) \leq A_1m_e(x) \) for every \( x > 0 \), what leads to the final estimate.

For \( j \in \mathbb{N} \), the function \( \lambda^j(\xi) \) has pole order \( jq \) and leading term \( \lambda_0^j \). So, an argument similar to the previous one provides the proof for the following result.

**Corollary 5.3.** Let \( j \in \mathbb{N} \). Under the assumptions of Lemma 5.2, one has

\[ \sup_{|z|<r_0} |\partial^j m_e(\hat{z})\phi(z)| \leq |\lambda_0|^j A B^j m_e(qj) \]

for some \( r_0, A, B > 0 \).

**Remark 5.4.** The previous estimates, according to Remark 3.19(ii), could also be expressed as \( |\lambda_0|^j A B_1^j (m_e(j))^q \) for suitable \( B_1 > 0 \).

As indicated before (see (33) and (34)), a problem of the form

\[
\begin{aligned}
(\partial_{m_1,t} - \lambda(\partial_{m_2,z}))^\beta \hat{u} &= 0 \\
\partial_{m_1,t}^\beta \hat{u}(0, z) &= 0, \quad j = 0, \ldots, \beta - 2 \\
\partial_{m_1,t}^{\beta-1} \hat{u}(0, z) &= \lambda^{\beta-1}(\partial_{m_2,z})\phi(z),
\end{aligned}
\]

(37)
Corollary 5.7. The form
\[ D \prec C, D > 0 \]
We write
\[ R \]
analytic continuation in an unbounded sector with respect to the variable
\[ D \]
around the origin. We also write
\[ u \]
for every
\[ j \geq 0 \]
for some
\[ C, D > 0 \] and for every
\[ j \in \mathbb{N}_0 \]. Hence, convergence or divergence of \( \hat{u} \) in some neighborhood of the origin is a consequence of the growth rate of the sequence \( \left( \frac{m_2(j)}{m_1(j)} \right)_{j \geq 0} \). More precisely, one has

**Corollary 5.5.** If
\[
\lim_{j \to \infty} \left( \frac{m_2(j)}{m_1(j)} \right)^{1/j} < \infty,
\]
then \( \hat{u} \) in (38) defines a holomorphic function \( u(t, z) \) on \( D_1 \times D(0, r_0) \) for some neighborhood of the origin \( D_1 \subseteq \mathbb{C} \), and \( u \) solves (37).

We now turn our attention to the determination of sufficient conditions for \( u(t, z) \) to admit analytic continuation in an unbounded sector with respect to the variable \( t \) and with adequate growth. We first need some notation, starting with \( O^{m_e}(S) \) (see Definition 3.9), where \( S \) is an unbounded sector in \( \mathbb{R} \) and \( m_e \) is a strongly regular sequence of moments for a kernel \( e \).

**Definition 5.6.** We write \( f \in O^{m_e}(\hat{S}) \) if \( f \in O^{m_e}(S) \cap O(S \cup D) \) for some disc \( D = D(0, r) \). Let \( D = D(0, r) \). We say \( f(t, z) \), holomorphic in \( S \times D \), belongs to \( O^{m_e}(S \times D) \) if for every \( T < S \) and \( r_1 \in (0, r) \) there exist \( c, k > 0 \) such that
\[
\sup_{z \in D(0, r_1)} |f(t, z)| \leq \frac{c}{h_{m_e}(k/|t|)}, \quad t \in T.
\]

Analogously, we write \( f \in O^{m_e}(\hat{S} \times D) \) if \( f \in O((S \cup D_1) \times D) \cap O^{m_e}(S \times D) \) for some disc \( D_1 \) around the origin. We also write \( O^{m_e}(\hat{S}(d)) \) and \( O^{m_e}(\hat{S}(d) \times D) \) whenever the sector \( S \) is of the form \( S(d, \varepsilon) \) for some inessential \( \varepsilon > 0 \).

From Proposition 3.13 we deduce the following result.

**Corollary 5.7.** If there exists a strongly regular sequence of moments \( m_e = (m_e(j))_{j \in \mathbb{N}_0} \) and \( C, D > 0 \) such that
\[
m_2(qj)m_e(j) \leq CD^jm_1(j)
\]
for every \( j \geq 0 \), then \( \hat{u} \) in (38) defines a function \( u \in O(C \times D(0, r_0)) \), and one has
\[
\sup_{|z| < r_0} |u(t, z)| \leq \frac{c}{h_{m_e}(k/|t|)},
\]
for some \( c, k > 0 \) and for every \( t \in \mathbb{C} \).

**Remark 5.8.** In the particular case that \( m_1 = M_{1/k_1} \) and \( m_2 = M_{1/k_2} \) for some \( k_1, k_2 > 0 \) with \( 1/k_1 > q/k_2 \), we would have that \( \hat{u} \in O(C \times D(0, r_0)) \), with exponential growth in the variable \( t \) of order \( \left( \frac{1}{k_1} - q \frac{1}{k_2} \right)^{-1} \), namely
\[
\sup_{|z| < r_0} |u(t, z)| \leq Ce^{D^{|t|^k_{1}k_{2}/q_{1}-q_{2}}}, \quad t \in \mathbb{C},
\]
for some \( C, D > 0 \), as stated in Proposition 5 of [32].
In order to go further in our study, by an argument entirely analogous to that in Lemma 4 in [32] one can prove that, under the assumptions of Corollary 5.5, the actual solution of (37) can be written in a neighborhood of $(0,0)$ in the form

\begin{equation}
(39) \quad u(t,z) = \frac{t^{\beta-1}}{(\beta-1)!} \partial_t^{\beta-1} \frac{1}{2\pi i} \oint_{|w|=\varepsilon} \phi(w) \int_{e_0}^{\infty(\theta)} E_1(t\lambda(\xi))E_2(\xi z) \frac{e_2(\xi w)}{\xi w} d\xi dw,
\end{equation}

with $\theta \in (-\arg(w) - \frac{\pi}{2} w(m_2), -\arg(w) + \frac{\pi}{2} w(m_2))$, and where $E_1$ and $E_2$ are the kernels corresponding to $e_1$ and $e_2$, respectively.

We are ready to relate the properties of analytic continuation and growth of the initial data with those of the solution. In these last results we assume the kernels $e_1, E_1$ have been constructed following the procedure in Section 4.

**Lemma 5.9.** Let $q = \mu/\nu \in \mathbb{Q}$, with $\gcd(\mu,\nu) = 1$ and $\beta \geq 1$. We assume the moment functions $m_1(\lambda)$ and $m_2(\lambda)$ are such that

\begin{equation}
(40) \quad m_2(qj) \leq C_0 A_0^j m_1(j), \quad j \in \mathbb{N}_0,
\end{equation}

and

\begin{equation}
(41) \quad m_1(j/q) \leq C_1 A_1^j m_2(j), \quad j \in \mathbb{N}_0,
\end{equation}

for suitable $C_0, C_1, A_0, A_1 > 0$. Let $u(t,z)$ be a solution of

\begin{equation}
(42) \quad \begin{cases}
(\partial_{m_1,t} - \lambda(\partial_{m_2,t}))^\beta u = 0 \\
\partial_{m_1,t} \hat{u}(0,z) = \phi_j(z) \in \mathcal{O}(D(0,r)), \quad j = 0, \ldots, \beta - 1,
\end{cases}
\end{equation}

for some $r > 0$. If there exists a strongly regular sequence of moments $\mathbf{m} = (m(j))_{j \in \mathbb{N}_0}$ such that:

(i) there exist $C, A > 0$ with

\begin{equation}
(43) \quad m(j) \leq CA^j m_1(j), \quad j \in \mathbb{N}_0,
\end{equation}

(ii) $\phi_j \in \mathcal{O}^{m(1/q)}(\hat{S}((d + \arg(\lambda))/q + 2k\pi/\mu))$ for every $k = 0, \ldots, \mu - 1$ and $j = 0, \ldots, \beta - 1$, and some $d \in \mathbb{R}$,

then $u(t,z) \in \mathcal{O}^{m}((d + 2n\pi/\nu) \times D(0,r))$ for $n = 0, \ldots, \nu - 1$.

**Remark 5.10.** According to Remark 3.19(ii), $(m_2(qj))_{j \in \mathbb{N}_0}$ (respectively, $(m_1(j/q))_{j \in \mathbb{N}_0}$) is equivalent to $m_2^{(q)}$ (resp. to $m_1^{(1/q)}$). Together with this fact, the inequalities (40) and (41) amount to the equivalence of $m_2^{(q)}$ and $m_1$, and so, we deduce by (25) that

\begin{equation}
(44) \quad q\omega(m_2) = \omega(m_1).
\end{equation}

**Proof.** With the help of Lemma 3 in [32], which may be reproduced in our setting without modification, one can show that the general situation may always be taken into the case $\omega(m_1) < 2$, which will be the only one we consider. The principle of superposition of solutions allows us to reduce the study of (42) to that of some problems of the form (37), where $\lambda^{\beta-1}(\partial_{m_2,t}) \phi$ in (37) turns out to be a function belonging to $\mathcal{O}^{m(1/q)}(\hat{S}((d + \arg(\lambda))/q + 2k\pi/\mu))$ for every $k = 0, \ldots, \mu - 1$ and $j = 0, \ldots, \beta - 1$. Moreover, Corollary 5.5 and (40) guarantee the existence
of a holomorphic solution $u(t, z)$ of (42), defined on some neighborhood of the origin in $\mathbb{C}^2$, which can be written in the form (39). Next, we claim that the function
\begin{equation}
(45) \quad t \mapsto \int_{\xi_0}^{\infty(\theta)} E_1(t \lambda(\xi)) E_2(\xi z) \frac{e(\xi w)}{\xi w} d\xi,
\end{equation}
which is holomorphic in \( \{ t \in \mathbb{C} : |t| \leq C_2|w|^q \} \) for some $C_2 > 0$, can be analytically continued to the set
\[
\Omega = \{ t \in \mathbb{R} : \arg(t) + 2k\pi + \arg(\lambda) \neq (\arg(w) + 2n\pi)q \text{ for every } k, n \in \mathbb{Z} \}.
\]
Indeed, the equality (44) entails that, as long as $t \in \Omega$, one can replace $\theta$ in (45) by a direction $\tilde{\theta}$ such that
\[
\arg(t) + 2k\pi + \arg(\lambda) + q\tilde{\theta} \in (\pi\omega(m_1)/2, 2\pi - \pi\omega(m_1)/2) \text{ for some } k \in \mathbb{Z}
\]
and
\[
\arg(w) + 2n\pi + \tilde{\theta} \in (-\pi\omega(m_2)/2, \pi\omega(m_2)/2) \text{ for some } n \in \mathbb{Z},
\]
what makes the continuation possible by ensuring the adequate asymptotic behavior of the integrand as $\xi \to \infty$, $\arg(\xi) = \tilde{\theta}$. The rest of the proof, intended to estimate $u$, also follows the arguments in [32, Lemma 5], but estimates will be carefully given in order to highlight the techniques in this general situation. Suppose $z$ is small relative to $w$. We deform the integration path $|w| = \varepsilon$ in order to write
\[
u(t, z) = \frac{t^{\beta-1}}{(\beta - 1)!} \partial_t^{\beta-1} (u_1(t, z) + u_2(t, z)),
\]
with
\[
u_1(t, z) = \sum_{k=0}^{\mu-1} \frac{1}{2\pi i} \oint_{\gamma_{2k}} \phi(w) \int_{\xi_0}^{\infty(\theta)} E_1(t \lambda(\xi)) E_2(\xi z) \frac{e(\xi w)}{\xi w} d\xi dw,
\]
and
\[
u_2(t, z) = \sum_{k=0}^{\mu-1} \frac{1}{2\pi i} \oint_{\gamma_{2k+1}} \phi(w) \int_{\xi_0}^{\infty(\theta)} E_1(t \lambda(\xi)) E_2(\xi z) \frac{e(\xi w)}{\xi w} d\xi dw.
\]
Here, the path $\gamma_{2k+1}$ is parameterized by
\[
s \in I_{2k+1} := \left( \frac{d + \arg(\lambda)}{q} + \frac{2k\pi}{\mu} + \frac{\delta}{3}, \frac{d + \arg(\lambda)}{q} + \frac{2(k+1)\pi}{\mu} - \frac{\delta}{3} \right) \mapsto e^{is},
\]
for some small enough $\delta > 0$. On the other hand, for large enough $R > 0$ the path $\gamma_{2k}^R$ is $\gamma_{2k}^{-} + R^1_{2k} - R^+_{2k}$, where
\[
\gamma_{2k}^{R,*}(s) = se^{i\left( \frac{d + \arg(\lambda)}{q} + \frac{2k\pi}{\mu} + \frac{\delta}{3} \right)}, \quad * \in \{ -, + \}, \quad s \in [\varepsilon, R],
\]
and
\[
\gamma_{2k}^{R,1}(s) = Re^{is}, \quad s \in \left( \frac{d + \arg(\lambda)}{q} - \frac{2k\pi}{\mu} - \frac{\delta}{3}, \frac{d + \arg(\lambda)}{q} + \frac{2k\pi}{\mu} + \frac{\delta}{3} \right).
\]
We now give growth estimates for $u_1$ and $u_2$ in order to conclude the result. We first give bounds for $u_2(t, z)$. We take $k \in \{0, \ldots, \mu - 1\}$. Let $t$ be as above with $|t| \geq 1$, and consider
\(\xi\) and \(w\) in the trace of the corresponding path defined by the path integrals in the definition of \(u_2\). From the properties of the kernel functions in Definition 3.4, one has that

\[
\left| E_1(t\lambda(\xi))E_2(\xi z)\frac{e_2(\xi w)}{\xi w} \right| \leq C_{11}|E_1(t\lambda(\xi))| \leq C_{12}\frac{C_{13}}{|\xi|},
\]

for some \(C_{11}, C_{12}, C_{13} > 0\).

Taking into account (6) we have

\[
J_1 := \left| \int_{\gamma_{2k+1}} \phi(w) \int_{0}^{\infty} E_1(t\lambda(\xi))E_2(\xi z)\frac{e_2(\xi w)}{\xi w} d\xi dw \right|
\]

\[
\leq C_{11} \int_{s \in \gamma_{2k+1}} \int_{0}^{\infty} h_{m_2}(\frac{\rho(2)C_{12}}{|\xi|}) |E_1(t\lambda(\xi))| \frac{e_2(\xi w)}{\xi w} d\xi dw.
\]

We assume \(z\) satisfies \(|z| \leq C_{13}e^{\rho(2)C_{12}}\). This entails

\[
h_{m_2}(\frac{\rho(2)C_{12}}{|\xi|}) \leq h_{m_2}(\frac{C_{13}}{|\xi||z|}).
\]

By the careful choice of the direction \(\theta\) above and because of Proposition 4.11 applied to \(E_1\), we deduce there exists \(\delta > 0\) such that the function \((t, |\xi|) \to |E_1(t\lambda(|\xi|)e^{i\theta})|\) admits a maximum at a point, say \((t_1, |\xi_1|)\), as \((t, |\xi|)\) runs over \((S(d + 2n\pi/\nu, \delta) \cap \{t : |t| \geq 1\}) \times [|\xi_0|, \infty)\). Then, for every such \(t\) and \(|\xi| \geq |\xi_0|\), one easily obtains constants \(C_{14}, C_{15} > 0\) such that

\[
|E_1(t\lambda(|\xi|)e^{i\theta})| \leq |E_1(t\lambda(|\xi_1|)e^{i\theta})| \leq \frac{C_{14}}{h_{m_1}(\frac{C_{16}}{|\theta|})}.
\]

Moreover,

\[
\int_{|\xi_0|}^{\infty} h_{m_2}(\frac{\rho(2)C_{12}}{|\xi|}) \frac{1}{|\xi|} d|\xi| < \infty,
\]

so

\[
J_1 \leq \frac{C_{16}}{h_{m_1}(\frac{C_{14}}{|\theta|})} \int_{s \in \gamma_{2k+1}} \left| \phi(\varepsilon e^{i\theta}) |\right| ds.
\]

Taking into account that

\[
\sup_{|w| = \varepsilon} |\phi(w)| < \infty,
\]

one concludes that \(u_2 \in O^{m_1}(\hat{S}(d + 2n\pi/\nu) \times D(0, r))\) for some \(r > 0\) and for \(n = 0, \ldots, \nu - 1\).

We now give estimates on \(u_1(t, z)\). The inner integral in the definition of each term in the sum of \(u_1\) can be upper bounded as before. We arrive at

\[
J_2 := \left| \int_{0}^{\infty} E_1(t\lambda(\xi))E_2(\xi z)\frac{e_2(\xi w)}{\xi w} d\xi dw \right|
\]

\[
\leq C_{21} \int_{\varepsilon}^{R} \left( |\phi(se^{i\theta}+)| + |\phi(se^{i\theta}-)| \right) ds \frac{1}{h_{m_1}(\frac{C_{22}}{|\theta|})} + C_{23} \int_{\theta_-}^{\theta_+} |\phi(Re^{i\theta})|d\theta \frac{1}{h_{m_1}(\frac{C_{22}}{|\theta|})},
\]

for some \(C_{21}, C_{22}, C_{23} > 0\).
for some positive constants $C_{21}, C_{22}, C_{23}$. Since $\phi \in \mathcal{O}^{m(1/q)}(\hat{S}((d + \arg(\lambda))/q + 2k\pi/\mu))$, it is straightforward to check that the previous expression can be upper bounded by

$$C_{24} \frac{C_{25}}{h_{m(1/q)}(|t|^{1/q})} h_{m_1}(C_{22}/|t|),$$

for some $C_{24}, C_{25} > 0$. Cauchy’s theorem allow us to choose $R$ to be $R = |t|^{1/q}$. In addition to this, from property (10) one has

$$h_{m}(1/q) \left( \frac{C_{25}}{|t|} \right)^{1/q} \geq h_{m}(C_{25}/\rho(1/q)|t|),$$

and if $q \geq 1$, $h_{m}(s) \leq 1$ for all $s \in (0, \infty)$, so that

$$h_{m}(C_{25}/|t|) \geq h_{m}(C_{25}).$$

These facts entail, for some $C_{26} > 0$,

$$J_2 \leq \frac{C_{24}}{h_{m}(C_{26}/|t|) h_{m_1}(C_{22}/|t|)}.$$

From the hypothesis (43) we have, by (2), that $h_{m}(v) \leq Ch_{m_1}(Av)$ for every $v > 0$, and so, putting $C_{27} = \min\{C_{22}/A, C_{26}\}$, one gets that

$$J_2 \leq \frac{CC_{24}}{h_{m}(C_{26}/|t|) h_{m}(C_{22}/A|t|)} \leq \frac{CC_{24}}{(h_{m}(C_{27}/|t|))^2} \leq \frac{CC_{24}}{h_{m}(C_{27}/|t|)}.$$

where (6) has been used in the last inequality. So, one obtains that $u_1 \in \mathcal{O}^{m}(\hat{S}(d + 2n\pi/\nu) \times D(0, r))$ for some $r > 0$ and for $n = 0, \ldots, \nu - 1$, and the conclusion is immediate.

Lemmas 6 and 7 in [32] can be easily rewritten in our context, and they lead us straightforward to the next result, an analogue of Theorem 3 in [32].

**Theorem 5.11.** Let $q = \mu/\nu \in \mathbb{Q}$, with $\gcd(\mu, \nu) = 1$. Let $m_1(\lambda), m_2(\lambda)$ and $m$ be as in Lemma 5.9. If $u(t, z)$ is the solution of (37), then for every $d \in \mathbb{R}$ the following statements are equivalent:

1. $\phi \in \mathcal{O}^{m(1/q)}(\hat{S}((d + \arg(\lambda))/q + 2k\pi/\mu))$ for every $k = 0, \ldots, \mu - 1$.

2. $u \in \mathcal{O}^{m}(\hat{S}(d + 2n\pi/\nu) \times D(0, r))$, for $n = 0, 1, \ldots, \nu - 1$.

Although all the treatment of summability in this paper has been limited to complex valued functions, it can be extended without any difficulty to functions taking their values in a general complex Banach algebra. In particular, we may take this algebra to consist of the bounded holomorphic functions in a fixed neighborhood of the origin in the $z$ plane with the norm of the supremum, and consider summability of formal power series in the $t$ variable with such coefficients. The following definition is natural under this point of view.
Definition 5.12. Let \( \hat{u}(t, z) = \sum_{j=0}^{\infty} u_j(z) t^j \) be a formal series with coefficients in \( O(D(0, r)) \) for some \( r > 0 \) (independent of \( j \)), and let \( m_e = (m_e(j))_{j \in \mathbb{N}_0} \) be the strongly regular moment sequence of a kernel \( e \). We say \( \hat{u} \) is \( m_e \)-summable in direction \( d \in \mathbb{R} \) if

\[
\hat{T}_e^-(t, z) = \sum_{j=0}^{\infty} \frac{u_j(z)}{m_e(j)} t^j \in O^m(\hat{S}(d) \times D(0, r)),
\]

where \( S(d) \) is an unbounded (small) sector bisected by \( d \).

We are now able to establish a characterization of summability for the formal solutions of (37) and also for the initial problem (28), (29), under appropriate conditions regarding the moment functions involved.

Proposition 5.13. Let \( \hat{u} \) be a formal solution of (37). Let \( q = \mu / \nu \in \mathbb{Q} \), with \( \gcd(\mu, \nu) = 1 \), and \( d \in \mathbb{R} \). We assume a strongly regular sequence of moments \( m = (m(p))_{p \in \mathbb{N}_0} \) exists with

\[
m_2(qj) \leq C_0 A_0^j m(j)m_1(j), \quad j \in \mathbb{N}_0,
\]

and

\[
m(j/q)m_1(j/q) \leq C_1 A_1^j m_2(j), \quad j \in \mathbb{N}_0,
\]

for suitable \( C_0, C_1, A_0, A_1 > 0 \). Then, \( \hat{u} \) is \( m \)-summable in direction \( d+2n\pi/\nu \) for \( n = 0, \ldots, \nu-1 \) if, and only if, \( \phi \in O^{m^{(1/q)}}(\hat{S}(d+2n\pi/\nu)) \) for \( k = 0, \ldots, \mu-1 \).

Proof. Let \( n \in \{0, \ldots, \nu - 1\} \). By Definition 5.12, \( \hat{u} \) is \( m \)-summable in direction \( d+2n\pi/\nu \) if, and only if,

\[
v(t, z) := \sum_{j=\beta}^{\infty} \left( \begin{array}{c} j \\ \beta - 1 \end{array} \right) \frac{\lambda_j^l(\partial_{m_2,z})\phi(z)}{m_1(j)m(j)} t^j \in O^m(\hat{S}(d+2n\pi/\nu) \times D(0, r)).
\]

If we put \( \tilde{m} = (\tilde{m}(p))_{p \geq 0} \), with \( \tilde{m}(p) = m_1(p)m(p) \), then \( \tilde{m} \) turns out to be a sequence of moments, as it may be deduced along the same lines as in the Gevrey case (see [2, Section 5.8]). One can observe that \( v \) turns out to be the solution of (37) when substituting \( m_1 \) by \( \tilde{m} \). From Theorem 5.11, we know that \( v \in O^m(\hat{S}(d+2n\pi/\nu) \times D(0, r)) \) if, and only if, \( \phi \in O^{m^{(1/q)}}(\hat{S}((d+\arg \lambda)/q+2k\pi/\mu)) \) for \( k = 0, \ldots, \mu-1 \), as desired. \( \square \)

Finally, we consider the normalised formal solution for (28) given in (32). We make the following:

Assumption (A): There exists \( q = \mu / \nu \in \mathbb{Q} \) with \( \gcd(\mu, \nu) = 1 \) such that \( P(\lambda, \xi) \) in (30) satisfies that

\[
\lim_{z \to \infty} \frac{\lambda_\alpha(z)}{z^\nu} \in \mathbb{C} \setminus \{0\},
\]

for every \( \alpha = 1, \ldots, \ell \), i.e., \( q \in \mathbb{Q} \) is the common order pole of \( \lambda_\alpha \) for every \( \alpha = 1, \ldots, \ell \).

The previous results lead to the main result of this last section.

Theorem 5.14. Let \( d \in \mathbb{R} \). Suppose a strongly regular sequence of moments \( m = (m(p))_{p \in \mathbb{N}_0} \) exists such that (46) and (47) hold. Let \( \hat{u} \) be the normalised formal solution of (28), (29). Then, under Assumption (A), \( \hat{u} \) is \( m \)-summable in any direction of the form \( d+2n\pi/\nu \) for \( n = 0, \ldots, \nu - 1 \) if, and only if, \( \phi \in O^{m^{(1/q)}}(\hat{S}(d+2n\pi/\nu)) \) for every \( k = 0, \ldots, \mu-1 \), every \( \alpha = 1, \ldots, \ell \) and every \( \beta = 1, \ldots, n_\alpha \).
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