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1. Introduction

Our first motivation comes from the problem of finding the ground state energy for the magnetic Neumann Laplacian, with a large magnetic field, on a bounded domain. This problem arises in the analysis of the Ginzburg-Landau equation in the regime of onset superconductivity in a surface, occurring when the intensity of an exterior magnetic field decreases from a large, critical, value \([6, 25, 19, 11, 12, 13]\).

Large field values for the magnetic Laplacian are equivalent, via scaling, to the semi-classical limit of the magnetic Schrödinger operators. In this limit, the \textit{magnetic Neumann Laplacian on a wedge} emerges, after some derivation, as a model in the problem for domains with corners. Notably, spectral properties of this model operator are manifested in the semi-classical asymptotic expansion for the ground state eigenvalue of the initial magnetic Schrödinger operator on such a cornered domain; see \textit{e.g.} \([5, 20, 31]\) and the monograph \([33]\) for details.

Some results about magnetic Schrödinger operators on domains with corners in the semi-classical limit \([5, 33]\) have been proven assuming that certain spectral properties of magnetic Neumann Laplacians on wedges are valid. However, rigorous proofs of these properties are missing and only numerical evidences supporting them are available. The existence of bound states for any aperture in the interval \((0, \pi]\) is a prominent open problem of this type.

A similar question can be asked if the Neumann condition at the boundary is replaced by a Robin one, a problem which has recently gained attention \([14, 17, 22]\). Moreover, one can study in the same line magnetic Schrödinger operators in the plane with a singular interaction of \(\delta\)-type supported by a wedge type structure, namely a broken line consisting of two half-lines meeting at the angle \(\phi \in (0, \pi)\). We know that in the absence of the magnetic field such a system has a non-void discrete spectrum \([8]\), and one asks whether this property persists in the presence of the magnetic field. This provides another motivation for the present work. Singular Schrödinger operators of this type are used to model \textit{leaky quantum wires} and, apart of a few results \([9]\), not much is known about their properties in the magnetic case \([7, \text{Problem 7.15}]\).

Magnetic Hamiltonians on wedge-type structures

First, we describe the geometric setting. In what follows, by a wedge of an aperture \(\phi \in (0, 2\pi)\) we understand an unbounded domain in \(\mathbb{R}^2\), which is defined in the polar coordinates \((r, \theta)\) by

\[
\Omega_\phi := \{(r, \theta) \in \mathbb{R}_+ \times \mathbb{S}^1 : \theta \in (0, \phi)\} \subset \mathbb{R}^2;
\]  

see Figure 1. Note that for any \(\phi \in (0, \pi]\) the Euclidean plane \(\mathbb{R}^2\) can be naturally split into the wedge \(\Omega_\phi\) and the non-convex ‘wedge’ \(\Omega_{2\pi-\phi}\), provided that the latter is rotated by the angle \(\phi\) counterclockwise. The common boundary of these two wedges is the broken line \(\Gamma_\phi \subset \mathbb{R}^2\) consisting of two half-lines meeting at the angle \(\phi \in (0, \pi]\). The
Figure 1. Wedge $\Omega_\phi$ with the aperture $\phi \in (0, 2\pi)$.

complementary angle $\pi - \phi$ can be viewed as the ‘deficit’ of the broken line $\Gamma_\phi$ from the straight line.

Next we note that, since the considered geometry is scale invariant, we may assume without loss of generality that our magnetic field, homogeneous and perpendicular to the plane, satisfies $B = 1$. We select the gauge in which we are going to work by choosing the vector potential $A : \mathbb{R}^2 \to \mathbb{R}^2$ as

$$A(x_1, x_2) = \frac{1}{2}(-x_2, x_1)^\top, \quad x = (x_1, x_2) \in \mathbb{R}^2,$$

and define the associated magnetic gradient by $\nabla_A := i\nabla + A$.

To describe all the situations mentioned in the introduction simultaneously, let $\Omega \in \{\Omega_\phi, \mathbb{R}^2\}$ be fixed, where $\Omega_\phi \subset \mathbb{R}^2$ is a wedge as in (1), and denote, for the sake of brevity, $\Gamma = \Gamma_\phi$. With this notation, we introduce the magnetic first-order Sobolev space on $\Omega$ by

$$H^1_A(\Omega) := \{u \in L^2(\Omega) : \nabla_A u \in L^2(\Omega; \mathbb{C}^2)\},$$

where $\nabla_A$ is computed in the distributional sense; cf. [24, §7.20] for details. Finally, we define our operator of interest in the Hilbert space $L^2(\Omega)$ with the boundary/coupling parameter $\beta \in \mathbb{R}$ as the self-adjoint operator associated via the first representation theorem [23, Thm. VI 2.1] to the closed, densely defined, semi-bounded, and symmetric quadratic form

$$H^1_A(\Omega) \ni u \mapsto \mathfrak{h}[u] := \|\nabla_A u\|^2_{L^2(\Omega; \mathbb{C}^2)} - \beta\|u|_{\Gamma}\|^2_{L^2(\Gamma)},$$

where $u|_{\Gamma}$ stands for the trace of $u \in H^1_A(\Omega)$ onto $\Gamma$; cf. [26, Thm. 3.38]. Note that closedness and semi-boundness of $\mathfrak{h}[\cdot]$ follow by a standard argument from the diamagnetic inequality $|\nabla|u|| \leq |\nabla_A u|$ (see e.g. [24, Thm. 7.21]) and from the inequality $\|u|_{\Gamma}\|^2_{L^2(\Gamma)} \leq \varepsilon\|\nabla u\|^2_{L^2(\Omega; \mathbb{C}^2)} + C(\varepsilon)\|u\|^2_{L^2(\Omega)}$, which holds for any $\varepsilon > 0$ and some $C(\varepsilon) > 0$ (see e.g. [1, Lem. 2.6]).

We denote the form $\mathfrak{h}$ in (3) for $\Omega = \Omega_\phi$ by $\mathfrak{h}_{R,\phi,\beta}$ and for $\Omega = \mathbb{R}^2$ by $\mathfrak{h}_{\delta,\phi,\beta}$. The operators associated with the forms $\mathfrak{h}_{R,\phi,\beta}$ and $\mathfrak{h}_{\delta,\phi,\beta}$ will be denoted by $H_{R,\phi,\beta}$ and by $H_{\delta,\phi,\beta}$, respectively. For $\beta = 0$ the operator $H_{N,\phi} := H_{R,\phi,0}$ corresponding to the form $\mathfrak{h}_{N,\phi} := \mathfrak{h}_{R,\phi,0}$ is the classical magnetic Neumann Laplacian on the wedge $\Omega_\phi$, extensively studied, e.g., in [3, 20, 30, 31, 32], see also the monograph [33] and the references therein. For $\beta \neq 0$ the operator $H_{R,\phi,\beta}$ can be interpreted as the magnetic Robin Laplacian on $\Omega_\phi$ discussed e.g. in [21]. Finally, the operator $H_{\delta,\phi,\beta}$ can be seen as the magnetic Schrödinger operator with a $\delta$-interaction supported on the broken line $\Gamma$; cf. [7, 9, 27].
The bottoms of the essential spectra for $H_{R,\phi,\beta}$ and $H_{\delta,\phi,\beta}$ are denoted by
\[
\Theta_{R,\beta} := \inf \sigma_{\text{ess}}(H_{R,\phi,\beta}) \quad \text{and} \quad \Theta_{\delta,\beta} := \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}).
\] (4)

In Theorem 4.1 we provide variational characterisations for $\Theta_{R,\beta}$ and $\Theta_{\delta,\beta}$. For the major part of our discussion it is only important to know that these thresholds do not depend on the aperture $\phi \in (0, \pi]$ of the wedge. Note also that in the Neumann case, $\beta = 0$, we have $\Theta_0 := \Theta_{R,0} \approx 0.5901$ according to [20, Sec. II]. We remark that in the Robin setting a characterisation as in Theorem 4.1 can be found in [21].

**Main results**

As indicated in the abstract, the results of this paper are mainly connected with and motivated by the conjecture [33, Conj. 8.10], namely
\[
\sigma_d(H_{N,\phi}) \cap (0, \Theta_0) \neq \emptyset, \quad \forall \phi \in (0, \pi),
\] (5)
which has been so far only proven for $\phi \lesssim 0.511\pi$, see [20, Prop. 2.11], [28, Sec. 2], [3, Prop. 2.5 and Prop. 4.2], and [2, Rem. 5.4]. A survey of the known results can be found in [2, Sec. 11.3] and in [30, Sec. 3.2]. The validity of (5) for $\phi \gtrsim 0.511\pi$ is still open to the best of our knowledge, although numerical computations in [4] confirm it. In this context we prove the following results.

**Theorem 1.1.** Let $\phi \in (0, \pi)$ and $\beta \in \mathbb{R}$ be fixed. Let the polynomial $P_{\phi,\beta}(x)$ of the 4-th degree be defined by
\[
P_{\phi,\beta}(x) := x^4 \left( 2\phi - \pi \tanh \left( \frac{\phi}{2} \right) \right) - 8\Theta_{R,\beta} \phi x^2 - 16\beta \sqrt{\pi} x + 8\phi.
\] (6)

If $\min_{x \in (0, \infty)} P_{\phi,\beta}(x) < 0$, then $\sigma_d(H_{R,\phi,\beta}) \cap (-\infty, \Theta_{R,\beta}) \neq \emptyset$ holds.

The method of the proof of Theorem 1.1 relies on the min-max principle, in which we use test functions given in the polar coordinates $(r, \theta)$ by
\[
u_*(r, \theta) = e^{-ar^2/2} \exp \left( icr \left[ e^\theta - e^{\phi+\theta} \right] \right), \quad a, c > 0.
\] (7)
The statement then follows after analytical optimization with respect to the parameters $a, c > 0$. This particular choice of the test function is inspired by the proof of [20, Prop. 2.11]. The main novelty consists in the choice of the angular-dependent coefficient in the imaginary exponent via the functional derivative, which makes the choice optimal within a certain class of test functions; cf. Subsection 2.1 for details.

Computing $\Theta_{R,\beta}$ numerically and analysing the condition $\min_{x \in (0, \infty)} P_{\phi,\beta}(x) < 0$ we show that at least one bound state for $H_{R,\phi,\beta}$ below the threshold $\Theta_{R,\beta}$ exists for a region in the $(\phi, \beta)$-plane, plotted in Figure 2. Note that our results imply the existence of a bound state below the threshold of the essential spectrum for $\beta < 0$ with small absolute value. We note that this cannot happen without the presence of a magnetic field.

For large $\beta > 0$ we get the following consequence of Theorem 1.1 using the properties of $\Theta_{R,\beta}$, shown in Corollary 4.2 (i) and (ii).
Corollary 1.2. For any \( \phi \in (0, \sqrt{\pi}) \), i.e. \( \phi \lesssim 0.564\pi \), \( \sigma_d(H_{R,\phi,\beta}) \cap (-\infty, \Theta_{R,\beta}) \neq \emptyset \) holds for all \( \beta > 0 \) large enough.

In the case of Neumann boundary conditions (\( \beta = 0 \)) the expression for the polynomial in (6) simplifies and one can derive from Theorem 1.1 that \( \sigma_d(H_{N,\phi}) \cap (-\infty, \Theta_0) \neq \emptyset \) for all \( \phi \lesssim 0.509\pi \). This interval of admissible apertures does not beat the previously known \( \phi \lesssim 0.511\pi \). In order to obtain a better result we use test functions of a more general structure:

\[
u_*(r, \theta) = e^{-ar^2/2} \exp \left( i \sum_{k=1}^{N} r^k b_k(\theta) \right), \quad N \in \mathbb{N}, \tag{8}\]

with the parameter \( a > 0 \) and arbitrary real-valued functions \( b_k \in C^{\infty}([0, \phi]) \), \( k = 1, 2, \ldots, N \). Using functional derivative we observe that the optimal choice of \( \{b_k\}_{k=1}^{N} \) is necessarily a solution of a certain system of linear second-order ordinary differential equations on the interval \([0, \phi]\) with constant coefficients. Employing the Ansatz (8) with \( N = 2 \) we get the following result.

**Theorem 1.3.** Let \( s := \sqrt{9 - 2\pi}, \mu_{1,2} := \frac{s+1}{\sqrt{4-\pi}}, \nu_{1,2} := \frac{4-(3-s\pm s)}{2(1+s)} \). If \( \phi \in (0, \pi) \) is such that

\[
2\phi s \Theta_0^2 \left[ 2\phi s - \mu_1^2 \mu_2^2 \left\{ \nu_1 \tanh \left( \frac{1}{2} \mu_1 \phi \right) + \nu_2 \tanh \left( \frac{1}{2} \mu_2 \phi \right) \right\} \right]^{-1} > 1, \tag{9}
\]

then \( \sigma_d(H_{N,\phi}) \cap (-\infty, \Theta_0) \neq \emptyset \).

Numerical analysis of (9) yields existence of at least one bound state for \( H_{N,\phi} \) below \( \Theta_0 \) for all \( \phi \lesssim 0.583\pi \), which is a significant improvement upon previously known interval \( \phi \lesssim 0.511\pi \).
Using the Ansatz (8) with \( N = 4 \) we confirm the validity of (5) for \( \phi \lesssim 0.595\pi \). These computations are performed partly numerically, because making them fully analytical inevitably leads to tedious formulæ; see Subsection 2.2 for details. Performing computational experiments, we observe that the Ansatz (8) cannot be used to confirm the validity of (5) for \( \phi \gtrsim 0.6\pi \).

On the other hand, in the case of magnetic Schrödinger operator \( H_{\delta,\phi,\beta} \) with \( \delta \)-interaction we obtain the following result.

**Theorem 1.4.** Let \( \phi \in (0, \pi) \) and \( \beta > 0 \) be fixed. Let \( F_{\phi,\beta}(\cdot) \) be defined by

\[
F_{\phi,\beta}(x,y) = 1 + \frac{x^4}{4} - x^2 \Theta_{\delta,\beta} - \beta x \pi^{-1/2} e^{-y^2 \tan^2(\phi/2)} (1 + \text{erf}(y)),
\]

(here \( \text{erf}(x) := \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} dt \) is the error function). If \( \inf_{x,y \in (0,\infty)} F_{\phi,\beta}(x,y) < 0 \), then \( \sigma_d(H_{\delta,\phi,\beta}) \cap (-\infty, \Theta_{\delta,\beta}) \neq \emptyset \).

In order to prove Theorem 1.4, it is convenient to change the gauge by rotating and shifting the vector potential associated to the magnetic field. Equivalently, one can rotate and shift the broken line \( \Gamma \), which is how we proceed. Specifically, we rotate the broken line \( \Gamma \) by the angle \( \pi/4 - \phi/2 \) counterclockwise and shift it by the vector \((-c,-c)^T\), where \( c > 0 \) is a parameter to be determined. Applying the min-max principle with the test function given in the polar coordinates \((r,\theta)\) by

\[
u_*(r,\theta) := e^{-ar^2/2}, \quad a > 0,
\]

we get the statement after analytical optimization with respect to the parameters \( a,c > 0 \).

Computing \( \Theta_{\delta,\beta} \) and analysing the condition \( \inf_{(x,y) \in (0,\infty)} F_{\phi,\beta}(x,y) < 0 \) we numerically obtain the existence of at least one bound state for \( H_{\delta,\phi,\beta} \) below the threshold \( \Theta_{\delta,\beta} \) for a region in the \((\phi,\beta)\)-plane, plotted in Figure 3.

Using the expansion of \( \Theta_{\delta,\beta} \) in the limit \( \beta \to 0^+ \) given in Corollary 4.2 (iii) and a lower bound on \( \Theta_{\delta,\beta} \) in Corollary 4.2 (i) we get the following consequence of Theorem 1.4.

**Corollary 1.5.** The following claims hold.

(i) For any \( \phi \in \left(0, \frac{1}{3}\pi\right] \), \( \sigma_d(H_{\delta,\phi,\beta}) \cap (-\infty, \Theta_{\delta,\beta}) \neq \emptyset \) holds for all \( \beta > 0 \) small enough.

(ii) For any \( \phi \in \left(0, \frac{1}{8}\pi\right] \), \( \sigma_d(H_{\delta,\phi,\beta}) \cap (-\infty, \Theta_{\delta,\beta}) \neq \emptyset \) holds for all \( \beta > 0 \) large enough.

Finally, we point out that if we allow for homogeneous magnetic field of arbitrary intensity \( B \in \mathbb{R} \setminus \{0\} \), then, by scaling, Corollary 1.5 yields the existence of at least one bound state below the threshold of the essential spectrum for the magnetic Schrödinger operators with \( \delta \)-interaction supported on \( \Gamma \) of fixed strength \( \beta > 0 \) and all sufficiently large or sufficiently small \( |B| \). Note that this result, too, is not optimal. In particular, the discrete spectrum of a non-magnetic operator with \( \delta \)-interaction on a broken line is non-empty [8] and one expects that this would remain true for any \( \beta > 0 \) and a sufficiently weak magnetic field.
Organization of the paper

In Section 2 we treat the magnetic Neumann and Robin Laplacians on wedges; we prove Theorem 1.1 and its corollary. Furthermore, we discuss numerical improvements with the help of the Ansatz (11) for the Neumann case. In particular, we prove Theorem 1.3. In Section 3 we prove Theorem 1.4 and its corollary. Finally, in Section 4 we obtain variational characterisations for the thresholds $\Theta_{\delta,\beta}$ and $\Theta_{R,\beta}$ and explore their additional useful properties.

2. Neumann and Robin boundary conditions

In this section we consider the magnetic Neumann and Robin Laplacians on wedges. First, in Subsection 2.1 we prove Theorem 1.1 on the existence of bound states for $H_{\delta,\phi,\beta}$ below the threshold $\Theta_{R,\beta}$ and its Corollary 1.2 for large $\beta > 0$. In Subsection 2.2 we discuss improvements upon Theorem 1.1 for the case $\beta = 0$ with the aid of the Ansatz (8). In particular, employing the Ansatz (8) with $N = 2$ we prove Theorem 1.3.

2.1. Robin boundary conditions

We make use of a test function given in the polar coordinates $(r, \theta)$ by

$$u_*(r, \theta) = f(r)e^{ib(r, \theta)} \in H^1_{A}(\Omega_\phi),$$

(12)
where $f: \mathbb{R}_+ \to \mathbb{R}$ and $b: \mathbb{R}_+ \times (0, \phi) \to \mathbb{R}$ will be chosen later. Substituting $u_*$ into the functional
\[
H^1_A(\Omega_\phi) \mapsto \mathcal{I}[u] := h_{R,\phi,\beta}[u] - \Theta_{R,\beta}\|u\|_{L^2(\Omega_\phi)}^2
\]
we obtain after elementary computations
\[
\mathcal{I}[u_*] = \int_0^\phi \int_0^\infty \left\{ f(r)^2 \left( (\partial_r b)^2 + \frac{(\partial_b b)^2}{r^2} - \partial_b b + \frac{r^2}{4} - \Theta_{R,\beta} - \frac{2\beta}{\phi r} \right) + (\partial_r f)^2 \right\} r dr d\theta.
\]

Now we are prepared to prove Theorem 1.1.

**Proof of Theorem 1.1.** We fix $f$ and $b$ in (12) by $f(r) = e^{-ar^2/2}$ and $b(r, \theta) = rb_1(\theta)$, where $b_1(\theta) \in C^\infty([0, \phi])$ will be selected later. With this choice of $f$ and $b$ we rewrite $\mathcal{I}[u_*]$ as
\[
\mathcal{I}[u_*] = \int_0^\phi \int_0^\infty re^{-ar^2} \left\{ (b_1^2 + (\partial_b b_1)^2) - r \partial_b b_1 + \frac{r^2}{4} - \Theta_{R,\beta} - \frac{2\beta}{\phi r} \right\} dr d\theta
\]
\[
= \int_0^\infty re^{-ar^2} dr \int_0^\phi (b_1^2 + (\partial_b b_1)^2) d\theta - \int_0^\infty r^2 e^{-ar^2} dr \int_0^\phi \partial_b b_1 d\theta
\]
\[
+ \left( a^2 \phi + \frac{\phi}{4} \right) - \int_0^\infty r^3 e^{-ar^2} dr - 2\beta \int_0^\infty e^{-ar^2} dr.
\]
In what follows, we set $\mathcal{E}_n := \int_0^\infty r^n e^{-ar^2} dr$, $n \geq 0$. Using that (see [18, Eqs. 3.461 (2), (3)])
\[
\mathcal{E}_0 = \frac{\pi^{1/2}}{2a^{1/2}}, \quad \mathcal{E}_1 = \frac{1}{2a}, \quad \mathcal{E}_2 = \frac{\sqrt{\pi}}{4a^{3/2}}, \quad \mathcal{E}_3 = \frac{1}{2a^2},
\]
we simplify the expression for $\mathcal{I}[u_*]$ as
\[
\mathcal{I}[u_*] = \frac{1}{2a} \int_0^\phi \left( b_1^2 + (\partial_b b_1)^2 \right) d\theta - \frac{\sqrt{\pi}}{4a^{3/2}} [b_1]^0 + \mathcal{J}(a),
\]
where
\[
[b_1]^0 = b_1(\phi) - b_1(0), \quad \mathcal{J}(a) := \frac{\phi}{2} - \frac{\Theta_{R,\beta}\phi}{2a} + \frac{\phi}{8a^2} - \beta \sqrt{\frac{\pi}{a}}.
\]
Now we plug $b_1(\theta) = \alpha^+ e^\tau + \alpha^- e^{-\theta}$ with $\alpha^\pm \in \mathbb{R}$ into the above expression for $\mathcal{I}[u_*]$
\[
\mathcal{I}[u_*] = \frac{1}{a} \int_0^\phi \left( (\alpha^+)^2 e^{2\theta} + (\alpha^-)^2 e^{-2\theta} \right) d\theta - \frac{\sqrt{\pi}}{4a^{3/2}} (\alpha^+(e^\phi - 1) + \alpha^- (e^{-\phi} - 1)) + \mathcal{J}(a)
\]
\[
= \frac{1}{2a} \left( (\alpha^+)^2 (e^{2\phi} - 1) + (\alpha^-)^2 (1 - e^{-2\phi}) \right)
\]
\[
- \frac{\sqrt{\pi}}{4a^{3/2}} (\alpha^+(e^\phi - 1) + \alpha^- (e^{-\phi} - 1)) + \mathcal{J}(a).
\]
Let us further set $\alpha = \alpha^+$ and $\alpha^- = -e^{\phi} \alpha$ in the last expression
\[
\mathcal{I}[u_*] = \frac{\alpha^2}{a} (e^{2\phi} - 1) - \frac{\alpha \sqrt{\pi}}{2a^{3/2}} (e^\phi - 1) + \mathcal{J}(a).
\]
The latter can be viewed as a quadratic polynomial in $\alpha$. Minimising it with respect to $\alpha$ we obtain, with $x := 1/\sqrt{a}$,

$$\mathcal{I}[u_\star] = -x^4 \frac{\pi}{16} \left( e^\phi - 1 \right)^2 + \mathcal{J}(1/x^2)$$

$$= -x^4 \frac{\pi}{16} \left( e^\phi - 1 \right)^2 - \frac{\Theta_{R,\beta} \phi x^2}{2} + \frac{\phi}{2} + \frac{x^4 \phi}{8} - \beta \sqrt{\pi} x$$

$$= x^4 \left( \frac{\phi}{8} - \frac{\pi \tanh(\phi/2)}{16} \right) - \frac{\Theta_{R,\beta} \phi x^2}{2} + \frac{\phi}{2} - \beta \sqrt{\pi} x = \frac{P_{\phi,\beta}(x)}{16}.$$  

If $\min_{x \in (0, \infty)} P_{\phi,\beta}(x) < 0$, then the min-max principle [34, Thm. XIII.2] yields the claim. 

The choice of the function $b_1$ in the proof of Theorem 1.1 relied on the functional derivative for the functional

$$C^\infty([0, \phi]) \ni b_1 \mapsto \frac{1}{2a} \int_0^\phi \left( b_1^2 + (\partial_\theta b_1)^2 \right) d\theta - \frac{\sqrt{\pi}}{4a^{3/2}} [b_1]_0^\phi$$

appearing in (17). As a consequence of this procedure one gets that the optimal $b_1$ necessarily satisfies the linear second-order ordinary differential equation $b_1''(\theta) - b_1(\theta) = 0$ on $[0, \phi]$ and the choice

$$b_1(\theta) = \alpha^+ e^\theta + \alpha^- e^{-\theta}$$

is simply the general solution of this ODE. The differential equation on $b_1$ itself is independent of $\beta$, but the parameter $\beta$ enters in the optimal choice of the constants $\alpha^\pm$ in (18). It can also be shown that the relation $\alpha^- = -e^{\phi} \alpha^+$ is necessarily satisfied by the optimal choice of $(\alpha^+, \alpha^-)$ for any $\beta$.

Next, we prove Corollary 1.2 on large values of $\beta$.

**Proof of Corollary 1.2.** By Corollary 4.2 (i) and (ii) we have $-\beta^2 \leq \Theta_{R,\beta} \leq 0$ for all sufficiently large $\beta > 0$. Hence, substituting $x = 1/\beta$ into $P_{\phi,\beta}(\cdot)$ we obtain that

$$P_{\phi,\beta}(1/\beta) \leq \beta^{-4} \left( 2\phi - \pi \tanh \left( \frac{\phi}{2} \right) \right) + 16 \left( \phi - \sqrt{\pi} \right) < 0,$$

for all $\beta > 0$ large enough. Theorem 1.1 immediately yields the claim. 

**2.2. Improvements in the Neumann case ($\beta = 0$)**

The result of Theorem 1.1 can be improved if we consider more involved classes of test functions of the form (8). In order to illustrate the idea we restrict our attention to the Neumann setting ($\beta = 0$).

**Proof of Theorem 1.3.** We employ test functions of the type (8) with $N = 2$:

$$u_\star(r, \theta) = e^{-ar^2/2} \exp \left( i \left[ rb_1(\theta) + r^2 b_2(\theta) \right] \right),$$

(19)
where the real-valued functions \( b_1, b_2 \in C^\infty([0, \phi]) \) will be fixed later. Define the auxiliary functions

\[
F_1(r, \theta) := (b_1(\theta))^2 + 4r^2(b_2(\theta))^2 + 4rb_1(\theta)b_2(\theta) + r^2(b_2'(\theta))^2 + (b_1'(\theta))^2 + 2rb_1'(\theta)b_2'(\theta),
\]

\[
F_2(r, \theta) := -r^2b_2'(\theta) - rb_1'(\theta),
\]

\[
F_3(r) := \left( a^2 + \frac{1}{4} \right) r^2 - \Theta_0.
\]

For the sake of brevity, we introduce the notation \([b]_0^\phi := b(\phi) - b(0)\) for a function \( b \in C^\infty([0, \phi])\). Substituting \( f(r) = e^{-ar^2/2}, b(r, \theta) = rb_1(\theta) + r^2b_2(\theta), \) and \( \beta = 0 \) into (14) we get

\[
\mathcal{I}[u_*] = \int_0^\phi d\theta \int_0^\infty re^{-ar^2} (F_1(r, \theta) + F_2(r, \theta) + F_3(r)) dr
\]

\[
= \int_0^\phi \left[ \frac{(b_1'(\theta))^2}{2a} + \frac{(b_2'(\theta))^2}{2a^2} + \frac{\sqrt{\pi}b_1'(\theta)b_2'(\theta)}{2a^{3/2}} \right] d\theta
\]

\[
+ \int_0^\phi \left[ \frac{(b_1(\theta))^2}{2a} + \frac{2(b_2(\theta))^2}{a^2} + \frac{\sqrt{\pi}b_1(\theta)b_2(\theta)}{a^{3/2}} \right] d\theta
\]

\[
- \frac{[b_2]_0^\phi}{2a^2} - \frac{\sqrt{\pi}[b_1]_0^\phi}{4a^{3/2}} + \mathcal{J}(a),
\]

where \( \mathcal{J}(a) := \frac{\phi(4a^2 + 1 - 4a\Theta_0)}{8a^2} \). Applying the functional derivative to \( \mathcal{I}[u_*] \) in (20), we find that the optimal choice of \( b_1 \) and \( b_2 \) constitutes a solution of the linear system of second-order ordinary differential equations with constant coefficients

\[
\begin{pmatrix}
2a & \sqrt{\pi}a \\
\sqrt{\pi}a & 2
\end{pmatrix}
\begin{pmatrix}
b_1'(\theta) \\
b_2'(\theta)
\end{pmatrix}
= \begin{pmatrix}
2a & 2\sqrt{\pi} \\
2\sqrt{\pi} & 8
\end{pmatrix}
\begin{pmatrix}
b_1(\theta) \\
b_2(\theta)
\end{pmatrix}.
\]

Integrating by parts, we simplify the expression for \( \mathcal{I}[u_*] \), with \( b_1, b_2 \) satisfying (21),

\[
\mathcal{I}[u_*] = \left[ \frac{b_1'b_2}{2a} + \frac{b_2'b_1}{2a^2} + \frac{(b_1'b_2 + b_1b_2')\sqrt{\pi}}{4a^{3/2}} - \frac{b_2'}{2a^2} - \frac{\sqrt{\pi}b_1}{4a^{3/2}} \right]_0^\phi + \mathcal{J}(a).
\]

Further, denoting

\[
b(\theta) := (b_1(\theta), b_2(\theta))^\top, \quad A := \begin{pmatrix}
\frac{4 - 2\pi}{4 - \pi} & -\frac{4\sqrt{\pi}a^{-1/2}}{4 - \pi} \\
\frac{2a^{-1/2}\sqrt{\pi}}{4\pi} & \frac{4 - 2\pi}{4 - \pi}
\end{pmatrix},
\]

we rewrite the system of differential equations (21) as

\[
b''(\theta) = Ab(\theta).
\]

The eigenvalues and the corresponding eigenvectors of the matrix \( A \) are given by

\[
\lambda_{1,2} = \frac{10 - 2\pi \pm 2s}{4 - \pi} \quad \mathbf{c}_{1,2} = (a^{-1/2}c_{1,2}, 1)^\top = \left( \frac{-3 \pm s}{\sqrt{\pi}a}, 1 \right)^\top,
\]
where $s = \sqrt{9 - 2\pi}$. Hence, the general real-valued solution of the system (23) can be parametrised as

$$b(\theta) = c_1\chi_1(\theta) + c_2\chi_2(\theta), \quad \text{for } \chi_j(\theta) := a_j^+ e^{\mu_j\theta} + a_j^- e^{-\mu_j\theta}, \quad j = 1, 2,$$

where $\mu_{1,2} = \sqrt{\lambda_{1,2}} = \frac{2\pm s}{\sqrt{2}}$ and where $a_j^\pm \in \mathbb{R} \ (j = 1, 2)$ are arbitrary constants. Introducing the shorthand notation $g_x := e^{x \phi} - 1$ for $x \in \mathbb{R}$, we find for $i, j \in \{1, 2\}$

$$[\chi_j]_{0} = a_j^+ g_{\mu_j} + a_j^- g_{-\mu_j},$$
$$[\chi_i\chi_j]_{0} = \mu_j \left[a_i^+ a_j^+ g_{\mu_i+\mu_j} - a_i^- a_j^- g_{-\mu_i-\mu_j} - a_i^+ a_j^- g_{\mu_i-\mu_j} + a_i^- a_j^+ g_{-\mu_i+\mu_j}\right].$$

In view of $b'(\theta) = c_1\chi_1'(\theta) + c_2\chi_2'(\theta)$, we also get

$$b_i' b_1 = a^{-1} [c_1^2 \chi_1'' + c_1 c_2 (\chi_1' \chi_2 + \chi_1 \chi_2') + c_2^2 \chi_2''],$$
$$b_i' b_2 = \chi_i' \chi_1 + \chi_i \chi_2 + \chi_i \chi_1' + \chi_i' \chi_2,$$
$$b_i' b_2 = a^{-1/2} [c_1 (\chi_1' \chi_1 + \chi_1' \chi_2) + c_2 (\chi_2' \chi_1 + \chi_2' \chi_2)],$$
$$b_i' b_2 = a^{-1/2} [c_1 (\chi_1' \chi_1' + \chi_1' \chi_2') + c_2 (\chi_2' \chi_1' + \chi_2' \chi_2')].$$

Further, we introduce for $i, j \in \{1, 2\}$ the constants

$$\gamma_{ij} := \frac{c_i c_j}{2} + 1 + \frac{\sqrt{\pi}(c_i + c_j)}{4} \quad \text{and} \quad \delta_j := \frac{1}{2} + \frac{\sqrt{\pi} c_j}{4} = \frac{-1 \pm s}{4}.$$ 

Hence, we can rewrite the functional in (22) as

$$\mathcal{I}[u_*] = \frac{1}{a^2} \left( \sum_{i,j=1}^{2} \gamma_{ij} [\chi_i\chi_j'] - \delta_{1}[\chi_1] - \delta_{2}[\chi_2] \right) + \mathcal{J}(a)$$

$$= \sum_{i,j=1}^{2} \gamma_{ij} \frac{\mu_j}{a^2} \left[ a_i^+ a_j^+ g_{\mu_i+\mu_j} - a_i^- a_j^- g_{-\mu_i-\mu_j} - a_i^+ a_j^- g_{\mu_i-\mu_j} + a_i^- a_j^+ g_{-\mu_i+\mu_j} \right]$$

$$\quad - \sum_{j=1}^{2} \frac{\delta_j}{a^2} (a_i^+ g_{\mu_j} + a_j^- g_{-\mu_j}) + \mathcal{J}(a).$$

Analysing the above quadratic form with respect to the parameters $a_j^\pm, \quad j = 1, 2$, we conclude that the minimal value of $\mathcal{I}[u_*]$ is attained at the vector $\alpha = (\alpha_1, \alpha_2)^T = (\alpha_1^+, \alpha_1^-, \alpha_2^+, \alpha_2^-)^T$ being the solution of the linear system of equations

$$\begin{pmatrix}
2\gamma_{11}\mu_1 B_{11} & \gamma_{12} B_{12} \\
\gamma_{12} B_{12}^T & 2\gamma_{22}\mu_2 B_{22}
\end{pmatrix}
\begin{pmatrix}
\alpha_1 \\
\alpha_2
\end{pmatrix}
= \begin{pmatrix}
\delta_1 v_1 \\
\delta_2 v_2
\end{pmatrix},$$

(25)

where the matrices $B_{11}, B_{22}, B_{12}$ and the vectors $v_1, v_2$ are defined by

$$B_{jj} := \begin{pmatrix}
g_{\mu_j} & 0 \\
0 & g_{-\mu_j}
\end{pmatrix}, \quad v_j := \begin{pmatrix}
g_{\mu_j} \\
g_{-\mu_j}
\end{pmatrix}, \quad j = 1, 2,$$

$$B_{12} := \begin{pmatrix}
(\mu_1 + \mu_2) g_{\mu_1+\mu_2} & (\mu_1 - \mu_2) g_{\mu_1-\mu_2} \\
(\mu_2 - \mu_1) g_{\mu_2-\mu_1} & -(\mu_1 + \mu_2) g_{-\mu_1-\mu_2}
\end{pmatrix}.$$
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Figure 4. The graph of the right-hand side in (15) as a function of \(\phi\).

Solving the system (25), we find

\[
\alpha_j^\pm = \frac{\mu_1^2 \mu_2^2}{16 \mu_j g_{\pm, j} r_j s} \tanh \left( \frac{1}{2} \mu_j \phi \right), \quad j = 1, 2,
\]

with \( r_{1, 2} = \frac{s + 1}{2(3 - \pi \pm s)} \). The value of the functional \(I[u_*]\) for \(\alpha \in \mathbb{R}^4\) as above is given by

\[
I[u_*] = -\frac{x^2}{2} \sum_{j=1}^{2} \delta_j (\alpha_j^+ g_{\mu_j} + \alpha_j^- g_{-\mu_j}) + J(1/x).
\]

\[
= x^2 \left[ \frac{\phi}{8} - \frac{\mu_1^2 \mu_2^2}{16 s} \left( \nu_1 \tanh \left( \frac{1}{2} \mu_1 \phi \right) + \nu_2 \tanh \left( \frac{1}{2} \mu_2 \phi \right) \right) \right] - x \frac{\phi \Theta_0}{2} + \frac{\phi}{2},
\]

where \( x := 1/a \) and \( \nu_j = \frac{\delta_j}{\mu_j r_j} = \frac{\sqrt{4 - \pi}}{2} \frac{3 - \pi \pm s}{1 \pm s}, \ j = 1, 2 \). The expression on the right-hand side in (26) is a quadratic polynomial in \(x\). Minimizing it with respect to the parameter \(x > 0\) we find that the minimal value equals

\[
I[u_*] = \frac{\phi}{2} - \phi^2 s \Theta_0^2 \left[ 2\phi s - \mu_1^2 \mu_2^2 \left\{ \nu_1 \tanh \left( \frac{1}{2} \mu_1 \phi \right) + \nu_2 \tanh \left( \frac{1}{2} \mu_2 \phi \right) \right\} \right]^{-1}.
\]

Analysing numerically the above expression, we obtain that \(I[u_*] < 0\) for all \(\phi < \phi_* \approx 0.583\pi\); cf. Figure 4. The claim follows from the min-max principle.

Furthermore, we try test functions of the type (8) with \(N = 3\)

\[
u_j^\pm = \frac{\mu_1^2 \mu_2^2}{16 \mu_j g_{\pm, j} r_j s} \tanh \left( \frac{1}{2} \mu_j \phi \right), \quad j = 1, 2,
\]

where the optimal choice of the real-valued functions \(b_1, b_2, b_3 \in C^\infty([0, \phi])\) satisfies the system of ordinary differential equations

\[
\begin{pmatrix}
2a & \sqrt{a \pi} & 2 \\
2a \sqrt{\pi} & 4 \sqrt{a} & 3 \sqrt{\pi} \\
4a & 3 \sqrt{a \pi} & 8
\end{pmatrix}
\begin{pmatrix}
b_1''(\theta) \\
b_2''(\theta) \\
b_3''(\theta)
\end{pmatrix} =
\begin{pmatrix}
2a & 2 \sqrt{a \pi} & 6 \\
4a \sqrt{\pi} & 16 \sqrt{a} & 18 \sqrt{\pi} \\
12a & 18 \sqrt{a \pi} & 72
\end{pmatrix}
\begin{pmatrix}
b_1(\theta) \\
b_2(\theta) \\
b_3(\theta)
\end{pmatrix}.
\]
The general solution of the above system can be parametrised by six constants \( \{\alpha_j^\pm\}_{j=1}^3 \). Performing numerical minimisation of \( I[u_*] \) with \( u_* \) as in (28) with respect to the parameters \( a > 0 \) and \( \{\alpha_j^\pm\}_{j=1}^3 \), we show the existence of a bound state for all \( \phi \lesssim 0.591 \pi \).

Finally, we try test functions of the type (8) with \( N = 4 \). In this case, we obtain the system of ordinary differential equations on \( b_1, b_2, b_3, \) and \( b_4 \),

\[
\begin{pmatrix}
4a^2 & 2a\sqrt{\pi} & 4\sqrt{a} & 3\sqrt{\pi} \\
2\sqrt{\pi}a^2 & 4a & 3\sqrt{a\pi} & 8 \\
8a^2 & 6a\sqrt{\pi} & 16\sqrt{a} & 15\sqrt{\pi} \\
6\sqrt{\pi}a^2 & 16a & 15\sqrt{a\pi} & 48
\end{pmatrix}
\begin{pmatrix}
b_1''(\theta) \\
b_2''(\theta) \\
b_3''(\theta) \\
b_4''(\theta)
\end{pmatrix} =
\begin{pmatrix}
4a^2 & 4a\sqrt{\pi} & 12\sqrt{a} & 12\sqrt{\pi} \\
4\sqrt{\pi}a^2 & 16a & 18\sqrt{a\pi} & 64 \\
24a^2 & 36a\sqrt{\pi} & 144\sqrt{a} & 180\sqrt{\pi} \\
24\sqrt{\pi}a^2 & 128a & 180\sqrt{a\pi} & 768
\end{pmatrix}
\begin{pmatrix}
b_1(\theta) \\
b_2(\theta) \\
b_3(\theta) \\
b_4(\theta)
\end{pmatrix}.
\]

The general solution of this system is parametrised by eight constants \( \{\alpha_j^\pm\}_{j=1}^4 \). By making numerical minimisation with respect to \( a > 0 \) and \( \{\alpha_j^\pm\}_{j=1}^4 \), we show the existence of at least one bound state for \( H_{N,\phi} \) below \( \Theta_0 \) for all \( \phi \lesssim 0.595 \pi \).

According to more extensive numerical tests, going further to \( N \geq 5 \) in the Ansatz (8) seems to be useless to prove the existence of bound states for \( H_{N,\phi} \) below the threshold \( \Theta_0 \) for apertures \( \phi \gtrsim 0.6 \pi \).

3. \( \delta \)-interactions supported on broken lines

In this section we prove Theorem 1.4 and its consequences in the limits \( \beta \to 0^+ \) and \( \beta \to +\infty \).

Proof of Theorem 1.4. First, we rotate the broken line \( \Gamma \) supporting the \( \delta \)-interaction by the angle \( \pi/4 - \phi/2 \) counterclockwise, and then shift it by the vector \( (-c, -c)^\top \) with some constant \( c > 0 \). This transform leads to the operator \( \tilde{H}_{\delta,\phi,\beta} \) which is unitarily equivalent to \( H_{\delta,\phi,\beta} \). By the min-max principle, to show the existence of a bound state for \( \tilde{H}_{\delta,\phi,\beta} \) below \( \Theta_{\delta,\beta} \), it suffices to find a real-valued function \( u_* \in H^1(\mathbb{R}^2) \) such that

\[
I[u_*] := \int_0^{2\pi} \int_0^\infty \left[ |\nabla u_*|^2 + (|A|^2 - \Theta_{\delta,\beta})|u_*|^2 \right] r dr d\theta \\
\quad - \beta \int_0^\infty |u_*(r \cos \phi_* - c, r \sin \phi_* - c)|^2 dr \\
\quad - \beta \int_0^\infty |u_*(r \cos \phi_* - c, r \sin \phi_* - c)|^2 dr < 0,
\]

with \( \phi_* := \pi/4 \pm \phi/2 \). Next, we take a real-valued test function represented in the polar coordinates \((r, \theta)\) by

\[
u_*(r, \theta) = e^{-ar^2/2} \in H^1(\mathbb{R}^2),
\]

where \( a > 0 \) will be determined later. Using the identity (see [18, Eq. 3.322 (2)])

\[
\int_0^\infty e^{-x^2+\omega x} dx = \frac{1}{2} \left( \frac{\pi}{\gamma} \right)^{1/2} \exp \left( \frac{\omega^2}{4\gamma} \right) \left( 1 + \text{erf} \left( \frac{\omega}{2\sqrt{\gamma}} \right) \right), \quad \gamma > 0, \ \omega \in \mathbb{R},
\]
with \( \gamma = a \) and \( \omega = 2\sqrt{2}ac\cos(\phi/2) \) we find that

\[
\mathcal{J}_\phi(a, c) := \int_0^\infty \exp \left( -a \left( r \sin \left( \frac{\pi}{4} + \frac{\phi}{2} \right) - c \right)^2 - a \left( r \cos \left( \frac{\pi}{4} + \frac{\phi}{2} \right) - c \right)^2 \right) dr
\]

\[
e^{-2ac^2} \int_0^\infty \exp \left( -ar^2 + 2\sqrt{2}ac\cos \left( \frac{\phi}{2} \right) r \right) dr
\]

\[
= \frac{\sqrt{\pi}}{2\sqrt{a}} e^{-2ac^2\sin^2(\phi/2)} \left( 1 + \text{erf} \left( 2ac^2\cos \left( \frac{\phi}{2} \right) \right) \right).
\]

Employing the integrals in (16) we obtain

\[
\mathcal{I}[u_*] = 2\pi \int_0^\infty e^{-ar^2} \left( \left( a^2 + \frac{1}{4} \right) r^3 - \Theta_{\delta, \beta} r \right) dr - \beta \left( \mathcal{J}_{\phi/2}(a, c) + \mathcal{J}_{-\phi/2}(a, c) \right)
\]

\[
= 2\pi \left( \frac{1}{2} + \frac{1}{8a^2} - \frac{\Theta_{\delta, \beta}}{2a} \right) - \frac{\beta \sqrt{\pi}}{\sqrt{a}} e^{-2ac^2\sin^2(\phi/2)} \left( 1 + \text{erf} \left( 2ac^2\cos \left( \frac{\phi}{2} \right) \right) \right). \tag{32}
\]

Choosing the parameters \( x = 1/\sqrt{a} \) and \( y = 2ac^2\cos(\phi/2) \) we rewrite \( \mathcal{I}[u_*] \) as

\[
\mathcal{I}[u_*] = \pi \left( 1 + \frac{x^4}{4} - x^2\Theta_{\delta, \beta} \right) - \beta x\sqrt{\pi} e^{-y^2\tan^2(\phi/2)} (1 + \text{erf} \ y) = \pi F_{\phi, \beta}(x, y).
\]

If the condition \( F_{\phi, \beta}(x_0, y_0) < 0 \) holds for some \( x_0, y_0 \in (0, \infty) \), then \( \sigma_{\delta}(H_{\delta, \phi, \beta}) \cap (-\infty, \Theta_{\delta, \beta}) \neq \emptyset \) follows by the min-max principle.

Next, we prove Corollary 1.5 on small and large values of \( \beta \).

**Proof of Corollary 1.5.** (i) Using the expansion of \( \Theta_{\delta, \beta} \) in Corollary 4.2 (iii) we get

\[
F_{\phi, \beta}(x, y) = \left( 1 - \frac{x^2}{2} \right)^2 + \frac{x\beta}{\sqrt{\pi}} (x - e^{-y^2\tan^2(\phi/2)} (1 + \text{erf} \ y)) + \mathcal{O}(\beta^2), \quad \beta \to 0 +.
\]

Substituting \( x = \sqrt{2} \) we find

\[
F_{\phi, \beta}(\sqrt{2}, y) = \frac{\beta \sqrt{2}}{\sqrt{\pi}} \left( \sqrt{2} - e^{-y^2\tan^2(\phi/2)} (1 + \text{erf} \ y) \right) + \mathcal{O}(\beta^2), \quad \beta \to 0 +.
\]

For the special choice \( y = \frac{17\sqrt{3}}{40} \) and for any \( \phi \in (0, \frac{1}{3}\pi] \) we get

\[
F_{\phi, \beta}(\sqrt{2}, \frac{17\sqrt{3}}{40}) \leq F_{\phi, \beta}(\sqrt{2}, \frac{17\sqrt{3}}{40})
\]

\[
= \frac{\beta \sqrt{2}}{\sqrt{\pi}} \left( \sqrt{2} - \exp \left( -\frac{1}{4} \left( \frac{17}{20} \right)^2 \right) \left[ 1 + \text{erf} \left( \frac{17\sqrt{3}}{40} \right) \right] \right) + \mathcal{O}(\beta^2), \quad \beta \to 0 +.
\]

Since the value

\[
\sqrt{2} - \exp \left( -\frac{1}{4} \left( \frac{17}{20} \right)^2 \right) \left[ 1 + \text{erf} \left( \frac{17\sqrt{3}}{40} \right) \right] \approx -0.006645
\]

is negative, we obtain the claim (i) from Theorem 1.4.
(ii) Using the estimate $\Theta_{\delta,\beta} \geq -\frac{\beta^2}{4}$ in Corollary 4.2 (i), we get

$$F_{\phi,\beta}(x, y) \leq 1 + \frac{x^4}{4} + \frac{\beta^2}{4}x^2 - \beta x \pi^{-1/2} e^{-y^2 \tan^2(\phi/2)} (1 + \text{erf}(y)) .$$

Substituting $x = z\beta^{-1}$, we find

$$F_{\phi,\beta}\left(\frac{z}{\beta}, y\right) \leq 1 + \frac{z^4}{4\beta^4} + \frac{z^2}{4} - \frac{\beta}{2} e^{-y^2 \tan^2(\phi/2)} (1 + \text{erf}(y)) .$$

For $z = g_\phi(y) := 2\pi^{-1/2} e^{-y^2 \tan^2(\phi/2)} (1 + \text{erf}(y))$ we obtain

$$F_{\phi,\beta}\left(\frac{g_\phi(y)}{\beta}, y\right) \leq 1 + \frac{g_\phi(y)^4}{4\beta^4} - \frac{g_\phi(y)^2}{4} .$$

Using monotonicity of $g_\phi$ with respect to $\phi$ we get for $y = \frac{13}{10}$ and $\phi \in (0, \frac{1}{8}\pi]$

$$F_{\phi,\beta}\left(\frac{g_\phi(\frac{13}{10})}{\beta}, \frac{13}{10}\right) \leq 1 - \frac{g_\phi(\frac{13}{10})^2}{4} + \mathcal{O}(\beta^{-4}), \quad \beta \to +\infty .$$

Since the value

$$1 - \frac{g_\phi(\frac{13}{10})^2}{4} \approx -0.04157$$

is negative, we obtain the claim (ii) from Theorem 1.4.

\[ \square \]

4. Variational characterisations for the thresholds $\Theta_{R,\beta}$ and $\Theta_{\delta,\beta}$

The aim of this section is to obtain variational characterisations for the thresholds $\Theta_{R,\beta}$ and $\Theta_{\delta,\beta}$. Such variational characterisations are expected and their proofs follow the strategy elaborated in [3, Prop. 2.3] for the variational characterisation of $\Theta_0$. We provide complete arguments for convenience of the reader.

In order to formulate the main result of this section we introduce for $\beta \in \mathbb{R}$ the auxiliary functions:

$$\theta_{R,\beta}(p) := \inf_{f \in C_0^\infty([p,\infty)) \setminus \{0\}} \sup_{t \in [p,\infty)} \left( \int_p^\infty \left( |f'(t)|^2 + t^2 |f(t)|^2 \right) dt - \beta |f(p)|^2 \right) , \quad (33a)$$

$$\theta_{\delta,\beta}(p) := \inf_{f \in C_0^\infty(\mathbb{R}) \setminus \{0\}} \int_\mathbb{R} \left( |f'(t)|^2 + t^2 |f(t)|^2 \right) dt - \beta |f(p)|^2 , \quad (33b)$$

Before formulating the statement we recall that $\beta > 0$ corresponds to an attractive interaction, while $\beta < 0$ to a repulsive one.

**Theorem 4.1.** Let $\Theta_{R,\beta}$, $\Theta_{\delta,\beta}$ be as in (4) and let $\theta_{R,\beta}$, $\theta_{\delta,\beta}$ be as above. Then the following claims hold.
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(i) \( \Theta_{R, \beta} = \inf_{p \in \mathbb{R}} \theta_{R, \beta}(p) \) for all \( \beta \in \mathbb{R} \).
(ii) \( \Theta_{\delta, \beta} = \inf_{p \in \mathbb{R}} \theta_{\delta, \beta}(p) \) for all \( \beta \in \mathbb{R} \).
(iii) \( \Theta_{\delta, \beta} = \theta_{\delta, \beta}(0) \) for all \( \beta > 0 \) and \( \Theta_{\delta, \beta} = 1 \) for all \( \beta \leq 0 \).

Proof. The characterisations in (i) and (ii) follow from the respective items of Propositions 4.3 and 4.5 below.

According to [15, Thm. 1] (see also [16]), \( \mathbb{R} \ni p \mapsto \theta_{\delta, \beta}(p) \) is a \( C^\infty \)-smooth, even function, for which the limits \( \lim_{p \to \pm \infty} \theta_{\delta, \beta}(p) = 1 \) hold and for which the equation \( \theta'_{\delta, \beta}(p) = 0 \) has exactly one root. Furthermore, \( \theta_{\delta, \beta}(p) < 1 \) holds for any \( \beta > 0 \). On the other hand \( \theta_{\delta, \beta}(p) \geq 1 \) is satisfied for any \( \beta \leq 0 \). Thus, the claims in (iii) follow. \( \square \)

Before proving Propositions 4.3 and 4.5 we formulate and prove a corollary of Theorem 4.1.

Corollary 4.2. Let the assumptions be as in Theorem 4.1. Then the following claims hold.

(i) \( \Theta_{R, \beta} \geq -\beta^2 \) and \( \Theta_{\delta, \beta} \geq -\frac{1}{4} \beta^2 \) for all \( \beta > 0 \).
(ii) \( \Theta_{R, \beta}, \Theta_{\delta, \beta} < 0 \) for all \( \beta > 0 \) large enough.
(iii) \( \Theta_{\delta, \beta} = 1 - \frac{\beta}{\sqrt{\pi}} + \mathcal{O}(\beta^2) \) as \( \beta \to 0^+ \).

Proof. (i) Let \( \beta > 0 \) be fixed. It is easy to check that \(-\beta^2 \) is the lowest spectral point for the self-adjoint operator in \( L^2(\mathbb{R}_+) \) corresponding to the quadratic form \( H^1(\mathbb{R}_+) \ni f \mapsto \|f'\|^2_{L^2(\mathbb{R}_+)} - \beta |f(0)|^2 \). Using this fact, we get

\[
\Theta_{R, \beta} = \inf_{p \in \mathbb{R}} \theta_{R, \beta}(p) \geq \inf_{p \in \mathbb{R}} \inf_{f \in C_0^\infty([p, \infty)) \atop f \neq 0} \frac{\int_p^\infty |f'(t)|^2 dt - \beta |f(p)|^2}{\int_p^\infty |f(t)|^2 dt} = -\beta^2.
\]

It can also be checked that \(-\frac{1}{4} \beta^2 \) is the lowest spectral point for the self-adjoint operator in \( L^2(\mathbb{R}) \) corresponding to the quadratic form \( H^1(\mathbb{R}) \ni f \mapsto \|f'\|^2_{L^2(\mathbb{R})} - \beta |f(0)|^2 \). In the same manner we find

\[
\Theta_{\delta, \beta} = \inf_{p \in \mathbb{R}} \theta_{\delta, \beta}(p) \geq \inf_{p \in \mathbb{R}} \inf_{f \in C_0^\infty(\mathbb{R}) \atop f \neq 0} \frac{\int_{\mathbb{R}} |f'(t)|^2 dt - \beta |f(p)|^2}{\int_{\mathbb{R}} |f(t)|^2 dt} = -\frac{\beta^2}{4}.
\]

(ii) Let us fix \( p = 0 \) in the quotients in (33). Substituting any non-trivial function \( f \in C_0^\infty(\mathbb{R}) \) with \( f(0) \neq 0 \) into the quotient (33b) or its restriction onto \( \mathbb{R}_+ \) into the quotient in (33a), we observe these quotients are negative for all \( \beta > 0 \) large enough and the claim of (ii) follows.
(iii) Let \( \lambda_1(\beta) \) and \( \psi^\beta_1 \) be, respectively, the lowest eigenvalue and the corresponding normalised eigenfunction for the self-adjoint operator \( H_\beta \) in \( L^2(\mathbb{R}) \) induced by the closed, symmetric, semi-bounded, and densely defined quadratic form

\[
\{ f : f, f', tf \in L^2(\mathbb{R}) \} \mapsto \mathfrak{h}_\beta[f] := \int_{\mathbb{R}} (|f'(t)|^2 + t^2|f(t)|^2) \, dt - \beta|f(0)|^2.
\]

Note also that \( \lambda_1(0) = 1 \) is a simple eigenvalue of \( H_0 \) and that \( \psi^0_1(x) = \pi^{-1/4} e^{-x^2/2} \). It is easy to check using [23, Thm. VII.4.8] that the family of operators \( \{ H_\beta \}_\beta \) is holomorphic of the type (B) in the sense of [23, §VII.4]. In view of Theorem 4.1 (iii), employing the expansion in [23, Eq. (4.44) in §VII.4] we find that

\[
\Theta_{\delta,\beta} = \theta_{\delta,\beta}(0) = \lambda_1(\beta) = 1 - \beta|\psi^0_1(0)|^2 + \mathcal{O}(\beta^2) = 1 - \frac{\beta}{\sqrt{\pi}} + \mathcal{O}(\beta^2), \quad \beta \to 0 +. \quad \square
\]

In the next proposition we characterise the thresholds of the essential spectra for \( H_{R,\delta,\beta} \) and \( H_{\delta,\delta,\beta} \) in the case \( \phi = \pi \). By means of the Fourier transform in only one of the variables, we obtain unitarily equivalent operators, which admit direct integral representations. The functions in (33) naturally appear as the variational characterisations of the lowest spectral points for the fibre operators in these representations.

**Proposition 4.3.** Let \( \theta_{\delta,\beta} \) and \( \theta_{R,\beta} \) be as in (33). Then the following statements hold.

(i) \( \inf \sigma(H_{R,\pi,\beta}) = \inf \sigma_{\text{ess}}(H_{R,\pi,\beta}) = \inf_{p \in \mathbb{R}} \theta_{R,\beta}(p) \).

(ii) \( \inf \sigma(H_{\delta,\pi,\beta}) = \inf \sigma_{\text{ess}}(H_{\delta,\pi,\beta}) = \inf_{p \in \mathbb{R}} \theta_{\delta,\beta}(p) \).

**Proof.** We restrict ourselves to proving (ii), the proof of (i) is analogous and can be found in [21, Sec. II].

First, we consider the family of self-adjoint operators \( \mathbb{R} \ni p \mapsto F_{p,\beta} \) acting in the Hilbert space \( L^2(\mathbb{R}) \) and being associated via the first representation theorem with the quadratic forms

\[
\{ g : g, g', tg \in L^2(\mathbb{R}) \} \ni g \mapsto f_{p,\beta}[g] := \int_{\mathbb{R}} (|g'(t)|^2 + (t - p)^2|g(t)|^2) \, dt - \beta|g(0)|^2. \quad (34)
\]

Observe that the quadratic form \( f_{p,\beta} \) can be rewritten as \( f_{p,\beta} = f_{0,\beta} + p f'_{0,\beta} + p^2 f''_{0,\beta} \) where

\[
f'_{0,\beta}[g] = -\int_{\mathbb{R}} 2|g(t)|^2 \, dt \quad \text{and} \quad f''_{0,\beta}[g] = \int_{\mathbb{R}} |g(t)|^2 \, dt.
\]

Note also that for any \( \varepsilon > 0 \) there exists \( C(\varepsilon) > 0 \) such that

\[
|f'_{0,\beta}[g]| \leq \varepsilon |f_{0,\beta}[g]| + C(\varepsilon)\|g\|_{L^2(\mathbb{R})}^2,
\]

\[
|f''_{0,\beta}[g]| \leq \varepsilon |f_{0,\beta}[g]| + C(\varepsilon)\|g\|_{L^2(\mathbb{R})}^2,
\]

holds for all \( g \in \text{dom} \ f_{p,\beta} \). Thus, by [23, §VII.4.2], \( \mathbb{R} \ni p \mapsto F_{p,\beta} \) is a holomorphic family of operators of the type (B) in the sense of [23, §VII.4].
Second, the gauge of the vector potential for the homogeneous magnetic field is convenient to change to \( \tilde{A} = (-x_2, 0)^T \). This can be done by the unitary gauge transform 
\[
(\mathcal{G}u)(x_1, x_2) = \exp \left( \frac{i|x_1|^2}{2} \right) u(x_1, x_2).
\]
The quadratic form \( \tilde{h}_{\delta, \pi, \beta}[u] := h_{\delta, \pi, \beta}[\mathcal{G}u] \) with \( \text{dom} \tilde{h}_{\delta, \pi, \beta} := G^{-1}(H_A^1(\mathbb{R}^2)) \) induces an operator \( \tilde{H}_{\delta, \pi, \beta} \), which is unitarily equivalent to \( H_{\delta, \pi, \beta} \).

Thirdly, we represent \( L^2(\mathbb{R}^2) = L^2(\mathbb{R}) \otimes L^2(\mathbb{R}) \) respecting the Cartesian coordinates \((x_1, x_2)\). Next, we denote the conventional unitary Fourier transform on \( L^2(\mathbb{R}) \) by \( \mathcal{F} \) and for \( f \in L^2(\mathbb{R}) \) we denote its Fourier transform as \( \hat{f} \in L^2(\mathbb{R}) \). For \( u = f \otimes g \in C_0^\infty(\mathbb{R}^2) \) we find that
\[
\tilde{h}_{\delta, \pi, \beta}[u] = \int_\mathbb{R} \left[ \int_\mathbb{R} \left( |\hat{f}(p_1)|^2 (p_1 - x_2)^2 |g(x_2)|^2 + |\hat{f}(p_1)|^2 |g'(x_2)|^2 \right) dx_2 - \beta |f(x_1)|^2 |g(0)|^2 \right] dp_1
\]
\[
- \int_\mathbb{R} \hat{f}(p_1)^2 \left( \int_\mathbb{R} \left( |g'(x_2)|^2 + (p_1 - x_2)^2 |g(x_2)|^2 \right) dx_2 - \beta |g(0)|^2 \right) dp_1.
\]

Thus, by [34, Thm. XIII.85], the operator \( \tilde{H}_{\delta, \pi, \beta} \) is unitarily equivalent via \( \mathcal{F} \otimes I_{L^2(\mathbb{R})} \) to the direct integral \( \int_\mathbb{R} \mathcal{F} F_{p, \beta} \) with respect to constant fiber decomposition \( L^2(\mathbb{R}^2) = \int_\mathbb{R} L^2(\mathbb{R}) \). According to [15, Thm. 1], the resolvent of \( F_{p, \beta} \) is compact for all \( p \in \mathbb{R} \). Combining continuity of eigenvalues of \( F_{p, \beta} \) with respect to \( p \) (cf. [15, Thm. 1]), with [34, Thm. XIII.85 (d)] and with [10, Thm. 1] we get
\[
\sigma(H_{\delta, \pi, \beta}) = \bigcup_{p \in \mathbb{R}} \sigma(F_{p, \beta}) \quad \text{and} \quad \sigma_d(H_{\delta, \pi, \beta}) = \emptyset.
\]

Finally, we conclude that
\[
\inf \sigma_{\text{ess}}(H_{\delta, \pi, \beta}) = \inf_{p \in \mathbb{R}} \sigma(H_{\delta, \pi, \beta}) = \inf_{p \in \mathbb{R}} \sigma(F_{p, \beta}),
\]
and it remains to note that by the min-max principle we have \( \inf \sigma(F_{p, \beta}) = \theta_{\delta, \beta}(p), p \in \mathbb{R}, \) with \( \theta_{\delta, \beta}(\cdot) \) as in (33b).

In the proof of Proposition 4.5 below, we use a Persson-type lemma for the operators \( H_{R, \phi, \beta} \) and \( h_{R, \phi, \beta} \). Because its original formulation in [29] does not fit into our setting, we provide a proof.

**Lemma 4.4.** Let \( \phi \in (0, \pi] \) and \( \beta \in \mathbb{R} \) be fixed. Then for the self-adjoint operators \( H_{R, \phi, \beta} \) and \( h_{R, \phi, \beta} \) associated with the respective quadratic forms \( h_{R, \phi, \beta} \) and \( h_{\delta, \phi, \beta} \):

\[
\inf \sigma_{\text{ess}}(H_{R, \phi, \beta}) = \lim_{\rho \to \infty} \Theta_{R, \beta}(\rho, \phi), \quad \text{for} \quad \Theta_{R, \beta}(\rho, \phi) := \inf_{u \in C_0^\infty(\Omega_\rho, \mathcal{H}_R)} \frac{h_{R, \phi, \beta}[u]}{\|u\|_{L^2(\Omega_\rho)}^2}, \tag{35a}
\]
\[
\inf \sigma_{\text{ess}}(h_{\delta, \phi, \beta}) = \lim_{\rho \to \infty} \Theta_{\delta, \beta}(\rho, \phi), \quad \text{for} \quad \Theta_{\delta, \beta}(\rho, \phi) := \inf_{u \in C_0^\infty(\mathbb{R}^2 \setminus B_\rho)} \frac{h_{\delta, \phi, \beta}[u]}{\|u\|_{L^2(\mathbb{R}^2)}^2}, \tag{35b}
\]

where \( B_\rho \subset \mathbb{R}^2 \) is the disc centred at the origin and of the radius \( \rho > 0 \).
In order to get (35b) it suffices to show the inequalities: \( \inf \beta \)

Proof. We restrict ourselves to proving only (35b). Note also that the relation (35a) for

the case \( \beta = 0 \) can be found in [3, Lem. 2.2].

Throughout the proof we use the notations

\[
\Theta^+_{\delta,\beta}(\infty, \phi) := \limsup_{\rho \to \infty} \Theta_{\delta,\beta}(\rho, \phi) \quad \text{and} \quad \Theta^-_{\delta,\beta}(\infty, \phi) := \liminf_{\rho \to \infty} \Theta_{\delta,\beta}(\rho, \phi).
\] (36)

In order to get (35b) it suffices to show the inequalities: \( \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) \leq \Theta^-_{\delta,\beta}(\infty, \phi) \) and \( \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) \geq \Theta^+_{\delta,\beta}(\infty, \phi) \).

First, we show that \( \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) \geq \Theta^+_{\delta,\beta}(\infty, \phi) \). Notice that by the min-max principle, \( \Theta_{\delta,\beta}(\rho, \phi) \) is the lowest spectral point for the self-adjoint operator associated with the closure \( \mathcal{h}^\rho_{\delta,\phi,\beta} \) in \( L^2(\mathbb{R}^2 \setminus \mathcal{B}_\rho) \) of the quadratic form \( C_0^\infty(\mathbb{R}^2 \setminus \mathcal{B}_\rho) \ni u \mapsto \mathcal{h}^\rho_{\delta,\phi,\beta}[u] \).

By a compact perturbation argument in the spirit of [1, Sec. 4.2], the essential spectrum of the self-adjoint operator in \( L^2(\mathbb{R}^2 \setminus \mathcal{B}_\rho) \) associated with the form \( \mathcal{h}^\rho_{\delta,\phi,\beta} \) is the same as of \( H_{\delta,\phi,\beta} \). Hence, we conclude that \( \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) \geq \Theta_{\delta,\beta}(\rho, \phi) \) for all \( \rho \geq 0 \). Passing to the limit \( \rho \to \infty \) we obtain \( \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) \geq \Theta^+_{\delta,\beta}(\infty, \phi) \).

Second, we show that \( \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) \leq \Theta^-_{\delta,\beta}(\infty, \phi) \). To this aim we fix \( \mu < \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) \) and let \( E(\mu) \) be the spectral projector for the self-adjoint operator \( H_{\delta,\phi,\beta} \) corresponding to the interval \( (-\infty, \mu] \). This projector admits standard representation

\[
E(\mu) = \sum_{k=1}^{N} u_k(\cdot, u_k)_{L^2(\mathbb{R}^2)}
\]

with \( \|u_k\|_{L^2(\mathbb{R}^2)} = 1 \) for all \( k = 1, 2, \ldots, N \), being the normalized eigenfunctions of \( H_{\delta,\phi,\beta} \) corresponding to the eigenvalues below \( \mu \). For any \( u \in C_0^\infty(\mathbb{R}^2 \setminus \mathcal{B}_\rho) \) we get the following pointwise upper bound

\[
|E(\mu)u|^2(x) = \left| \sum_{k=1}^{N} (u, u_k)_{L^2(\mathbb{R}^2)} u_k(x) \right|^2 \leq \left( \sum_{k=1}^{N} |(u, u_k)_{L^2(\mathbb{R}^2)}|^2 |u_k(x)|^2 \right)^{1/2} \leq \|u\|_{L^2(\mathbb{R}^2)}^2 \left( \sum_{k=1}^{N} |u_k(x)|^2 \right) \leq N \|u\|_{L^2(\mathbb{R}^2)}^2 \sum_{k=1}^{N} |u_k(x)|^2,
\]

where we employed the Cauchy-Schwarz inequality in between. Furthermore, for any \( \rho > 0 \) and all \( u \in C_0^\infty(\mathbb{R}^2 \setminus \mathcal{B}_\rho) \) we have

\[
\|E(\mu)u\|_{L^2(\mathbb{R}^2)} = (E(\mu)u, u)_{L^2(\mathbb{R}^2)} = \int_{\mathbb{R}^2} (E(\mu)u)(x) \overline{u(x)} dx \leq \left( \int_{\mathbb{R}^2} |u(x)|^2 dx \right)^{1/2} \left( \int_{|x| \geq \rho} |(E(\mu)u)(x)|^2 dx \right)^{1/2} \leq \sqrt{N} \|u\|_{L^2(\mathbb{R}^2)} \left( \sum_{k=1}^{N} \int_{|x| \geq \rho} |u_k(x)|^2 dx \right)^{1/2}.
\]

In view of the above bound for any \( \varepsilon > 0 \), there exists \( R = R(\varepsilon) > 0 \) so that

\[
\|E(\mu)u\|_{L^2(\mathbb{R}^2)}^2 \leq \varepsilon \|u\|_{L^2(\mathbb{R}^2)}^2
\]
The associated functions in Cartesian coordinates will be denoted by \( \chi \). Choose the auxiliary functions \( \chi \) as well without any danger of confusion. Notice that \( \beta \) of (i) for \( R \) holds for all \( u \in C_0^\infty(\mathbb{R}^2 \setminus B_R) \). Hence, for any \( u \in C_0^\infty(\mathbb{R}^2 \setminus B_R) \) we have

\[
\mathfrak{h}_{\delta,\phi,\beta}[u] = \mathfrak{h}_{\delta,\phi,\beta}[E(\mu)u] + \mathfrak{h}_{\delta,\phi,\beta}[(1 - E(\mu))u]
\geq \inf \sigma(H_{\delta,\phi,\beta}) \cdot \|E(\mu)u\|_{L^2(\mathbb{R}^2)}^2 + \|1 - E(\mu))u\|_{L^2(\mathbb{R}^2)}^2
\geq -\epsilon[\inf \sigma(H_{\delta,\phi,\beta}) \cdot \|u\|_{L^2(\mathbb{R}^2)}^2 + \|u\|_{L^2(\mathbb{R}^2)}^2 - \mu\|E(\mu)u\|_{L^2(\mathbb{R}^2)}^2
\geq \mu(1 - \epsilon(1 + |\inf \sigma(H_{\delta,\phi,\beta})|))\|u\|_{L^2(\mathbb{R}^2)}^2.
\]

As a result,

\[
\Theta_{\delta,\beta}(\infty, \phi) \geq \mu(1 - \epsilon(1 + |\inf \sigma(H_{\delta,\phi,\beta})|)).
\]

Passing to the limits \( \mu \rightarrow \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) - \) and \( \epsilon \rightarrow 0+ \) in the above inequality we get \( \Theta_{\delta,\beta}(\infty, \phi) \geq \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) \).

Now using this lemma we prove that the thresholds of the essential spectra for \( H_{R,\phi,\beta} \) and \( H_{\delta,\phi,\beta} \) do not depend on \( \phi \). In the proof we employ a localisation technique similar to the one used in [3].

**Proposition 4.5.** For all \( \phi \in (0, \pi] \) the following statements hold:

(i) \( \inf \sigma_{\text{ess}}(H_{R,\phi,\beta}) = \inf \sigma_{\text{ess}}(H_{R,\pi,\beta}) \).

(ii) \( \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) = \inf \sigma_{\text{ess}}(H_{\delta,\pi,\beta}) \).

**Proof.** We prove only (ii), because the proof of (i) is analogous. Note also that the proof of (i) for \( \beta = 0 \) can be found in [3, Prop. 2.3].

Suppose for the moment that \( \Theta_{\delta,\beta}(\phi) := \inf \sigma_{\text{ess}}(H_{\delta,\phi,\beta}) \) depends on \( \phi \in (0, \pi] \). Let \( \chi: \mathbb{R} \rightarrow [0, 1] \) be a \( C^\infty \)-smooth function such that

\[
\chi(r) = \begin{cases} 
0, & r \leq 0, \\
1, & r \geq 1.
\end{cases}
\]

Choose the auxiliary functions \( \bar{\chi}_j \in C^\infty(\mathbb{S}^1) \), \( j = 1, 2, 3 \), so that

(i) \( 0 \leq \bar{\chi}_j \leq 1 \) for \( j = 1, 2, 3 \);

(ii) \( \text{supp } \bar{\chi}_1 = [\phi/2, 3\phi/2] \) and \( \bar{\chi}_1(\theta) = 1 \) for all \( \theta \in [3\phi/4, 5\phi/4] \);

(iii) \( \text{supp } \bar{\chi}_2 = [2\pi - \phi/2, 2\pi) \cup [0, \phi/2] \) and \( \bar{\chi}_2(\theta) = 1 \) for all \( \theta \in [2\pi - \phi/4, 2\pi) \cup [0, \phi/4] \);

(iv) \( \sum_{j=1}^3 \bar{\chi}_j^2 = 1 \) on \( \mathbb{S}^1 \).

Define the cut-off functions \( \chi_j, j = 1, 2, 3 \), in polar coordinates by

\[
\chi_j(r, \theta) := \chi \left( \frac{r}{\rho} \right) \bar{\chi}_j(\theta), \quad j = 1, 2, 3.
\]

The associated functions in Cartesian coordinates will be denoted by \( \chi_j \) as well without any danger of confusion. Notice that

\[
\sum_{j=1}^3 \chi_j^2(x) = 1, \quad \text{for } |x| > \rho.
\]
Let $u \in C_0^\infty(\mathbb{R}^2 \setminus B_\rho)$ be fixed. Using the identity
\[ \nabla_A(u_1u_2) = (\nabla_A u_1)u_2 + iu_1(\nabla u_2), \quad \forall u_1, u_2 \in C_0^\infty(\mathbb{R}^2), \]
we get
\[ \| \nabla_A(\chi_j u) \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)} = \| \chi_j \nabla_A u \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)} + 2\text{Im}(\chi_j \nabla_A u, \nabla \chi_j u)_{L^2(\mathbb{R}^2;\mathbb{C}^2)} + \| u \nabla \chi_j \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)}. \]
Summing over $j$, we arrive at an IMS-type formula
\[ \sum_{j=1}^3 \| \nabla_A(\chi_j u) \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)} = \| \nabla_A u \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)} + \sum_{j=1}^3 \| u \nabla \chi_j \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)}. \tag{37} \]
The expression for the gradient in polar coordinates yields the estimate
\[ \| \nabla \chi_j \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)} \leq \frac{\| \tilde{\chi}^j \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)}}{\rho^2}, \quad j = 1, 2, 3. \tag{38} \]
Combining (37) and (38) we obtain
\[ \| \nabla_A u \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)} \geq \sum_{j=1}^3 \| \nabla_A(\chi_j u) \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)} - \frac{C}{\rho^2} \| u \|^2_{L^2(\mathbb{R}^2)} \]
with $C := 3\max_{j=1,2,3}\{\| \tilde{\chi}^j \|^2_{L^2(\mathbb{R}^2;\mathbb{C}^2)}\}$. Moreover, we have
\[ \| u \|_{L^2(\mathbb{R}^2;\mathbb{C}^2)}^2 \geq \sum_{j=1}^3 \| (\chi_j u) \|_{L^2(\mathbb{R}^2;\mathbb{C}^2)}^2. \]
Applying Proposition 4.3 (ii) we end up with
\[ \mathfrak{h}_{\delta,\phi,\beta}[u] \geq \sum_{j=1}^3 \mathfrak{h}_{\delta,\phi,\beta}[\chi_j u] - \frac{C}{\rho^2} \| u \|^2_{L^2(\mathbb{R}^2)} \]
\[ \geq \Theta_{\delta,\beta}(\pi) \sum_{j=1}^3 \| \chi_j u \|^2_{L^2(\mathbb{R}^2)} - \frac{C}{\rho^2} \| u \|^2_{L^2(\mathbb{R}^2)} = \left( \Theta_{\delta,\beta}(\pi) - \frac{C}{\rho^2} \right) \| u \|^2_{L^2(\mathbb{R}^2)}, \]
where we used in the second estimate that supp $(\chi_j u)$ intersects only one of the half-lines of $\Gamma$. Eventually, passing to the limit $\rho \to \infty$ and applying Lemma 4.4, we get $\Theta_{\delta,\beta}(\phi) \geq \Theta_{\delta,\beta}(\pi)$.

Showing the opposite inequality is much easier. Observe that by the min-max principle for any $\varepsilon > 0$ there exists a function $v \in C_0^\infty(\mathbb{R}^2), v \neq 0$, such that
\[ \Theta_{\delta,\beta}(\pi) \leq \frac{\mathfrak{h}_{\delta,\pi,\beta}[v]}{\| v \|^2_{L^2(\mathbb{R}^2)}} \leq \Theta_{\delta,\beta}(\pi) + \varepsilon. \]
Rotating and translating the function $v$ in such a way that its support intersects only one of the half-lines of $\Gamma$, we can construct for any $\rho > 0$ a trial function $u \in C_0^\infty(\mathbb{R}^2 \setminus B_\rho)$ so that
\[ \frac{\mathfrak{h}_{\delta,\phi,\beta}[u]}{\| u \|^2_{L^2(\mathbb{R}^2)}} = \frac{\mathfrak{h}_{\delta,\pi,\beta}[v]}{\| v \|^2_{L^2(\mathbb{R}^2)}}. \]
Thus, by Lemma 4.4 we have $\Theta_{\delta,\beta}(\phi) \leq \Theta_{\delta,\beta}(\pi) + \varepsilon$. Finally, the inequality $\Theta_{\delta,\beta}(\phi) \leq \Theta_{\delta,\beta}(\pi)$ follows by passing to the limit $\varepsilon \to 0+$.
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