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This dissertation establishes the Whitney regularity with respect to parameters of implicit functions obtained from a Nash-Moser implicit function theorem. As an application of this result, we study the problem of wave propagation in resonating cavities.

Using a modification of the general setup in [Zeh75], we consider functionals $\mathcal{F}: U \times V \rightarrow Z$ which have an approximate right inverse $R: \mathcal{C} \times V \rightarrow$ $L(Z, Y)$. Here $U \subseteq X$ and $V \subseteq Y$ are open sets of scales of Banach spaces (scale parameters are suppressed here for brevity) and $\mathcal{C} \subseteq U$ is an arbitrary set of parameters (in applications $\mathcal{C}$ is often a Cantor set). Under appropriate hypothesis on $\mathcal{F}$, which are natural extensions of [Zeh75], we show that given $\left(x_{0}, y_{0}\right)$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$ for $x \in \mathcal{C}$ near $x_{0}$ there exists a function $g(x)$, Whitney regular with respect to $x$, which satisfies $\mathcal{F}(x, g(x))=0$.

The problem of wave propagation in a cavity with (quasi-periodically) moving boundary can be reduced to the study of a family of torus maps. Because of their extremely degenerate nature, this family is not covered by known versions of KAM theory. However, our implicit function theorem approach allows us to overcome these problems and prove a degenerate KAM theory. Our approach can also be applied to other problems of current interest.
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## Chapter 1

## Introduction

In this dissertation we present a Nash-Moser implicit function theorem and establish the Whitney regularity of the resulting implicit function. This is the thrust of Chapters 2-7 where we extend the abstract formulation of hard implicit function theorems (in particular [Zeh75]) to include smooth dependence on parameters, even when the parameters range over Cantor sets. As an application of this Nash-Moser implicit function theorem with Whitney regularity in Chapters 8 and 9 we establish a KAM theory for a family of torus maps that arise in the study of wave propagation in a domain with a quasiperiodically moving boundary. This family is extremely degenerate since the frequencies available lie in a one-dimensional space. Moreover the dependence on parameters turns out to have critical points in the region of interest. We introduce the method of "borrowing of parameters" which allows us to prove versions of the KAM theorem which apply to such degenerate situations.

Recall that implicit function theorems allow one to solve equations provided the function defining the equation satisfy some non-degeneracy conditions. An important prototype is the classical implicit function theorem that allows one to solve the equation $F(x, y)=0$ for $y$ in terms of $x$ in a neigh-
borhood of $\left(x_{0}, y_{0}\right)$ with $F\left(x_{0}, y_{0}\right)=0$ provided the operator $D_{2} F\left(x_{0}, y_{0}\right)$ has a (bounded) inverse. It is well known that this theorem remains valid when $x$ and $y$ range over a general Banach spaces (see e.g.[Die69]) which makes the implicit function theorem one of the basic tools of nonlinear functional analysis.

Hard implicit function theorems cover cases where the assumption of boundedness for the inverse of $D_{2} F\left(x_{0}, y_{0}\right)$ is weakened. In these settings, one usually considers functionals that map between Banach spaces in which one can separate out one parameter families of Banach subspaces at various "scales" (for example one might have a functional acting on the space of $C^{\gamma}$ functions which has, for $\alpha>\gamma$, the Banach subspaces $C^{\alpha}$ ). In this setting one usually assumes that while $D_{2} F\left(x_{0}, y_{0}\right)$ may not have a bounded inverse when viewed under the "scales" which make $D_{2} F\left(x_{0}, y_{0}\right)$ a bounded operator, it does have a bounded inverse when taking one "scale" into a bigger space at another "scale" (by analogy with the $C^{\gamma}$ spaces, smaller scale parameter correspond to larger spaces). The manner in which the inverse of $D_{2} F\left(x_{0}, y_{0}\right)$ becomes bounded by changing "scale" must also satisfy certain quantitative estimates (tameness). Several versions of hard implicit function theorems have been developed to serve various problems, see [Ham82], [Hör76], [Hör85], [Hör90], [Sch60], [Ser72] or [Ser73]. The closest to our point of view is [Zeh75].

One important motivation for the development of such hard implicit function theorems has been the study of persistence of quasi-periodic solutions in Hamiltonian systems. A class of problems related to the persistence
of tori are conjugacy problems (see e.g. Example 4.3.1). Such problems are studied by KAM theory, named in honor of Kolmogorov, Arnold and Moser who originated and developed the theory in the late 50 's and early 60 's. The connection of these problems with hard implicit functions theorems appears because, when one writes down the equation for invariance, the resulting functional equations involve small divisors (see (4.25) in Example 4.3.1). To obtain boundedness of the inverse of $D_{2} F\left(x_{0}, y_{0}\right)$ for such functionals, the small divisors require one to "change scales" in order to obtain estimates (this "change of scales" is often referred to as a loss of smoothness/regularity or, when thinking of analytic functions, as a loss of domain). Furthermore, to obtain boundedness not only must one "change scales," but certain number theoretic (Diophantine) properties of the quasi-periodic frequency are also necessary to obtain quantitative estimates (tameness). See Section 8.5 and Definition 8.5.1 for more details on this matter.

When considering problems of the above type, it is very natural to consider the dependence of the results on the frequency, that is, to view the frequency as a parameter. Since the set of vectors satisfying Diophantine conditions has empty interior, the appropriate concept for regularity is Whitney regularity (see Definition 3.1.1). The study of the dependence of solutions on frequency parameters is interesting on several grounds. For example, the dependence of the frequency leads immediately to geometric properties of the set of tori which are observed. The abundance and geometry of the set of tori plays an important role in applications and is a subject of current theoretical
and experimental interest (see [TLRF02, Las93]).
Perhaps more importantly, as we will show in Chapter 9, study of the dependence on the frequency allows one to obtain, rather quickly, results for systems whose map are very degenerate ([Rüs90], [CS94], [Rüs01]). See also [BHS96b], [BHS96a], [Sev99], [Sev96]. Such degenerate systems appear often in practice due in part to the abundance of symmetry (around certain points) in applied problems. In particular, we note that the most famous problem in mechanics, the planetary system, is degenerate because the Kepler solutions present only one frequency (they are periodic) while one would expect three independent frequencies in a system with three degrees of freedom. Other examples with extreme degeneracy occur in chemical systems where degeneracy occurs due to the fact that all the particles of the same species have the same mass and other mechanical properties. The weakest assumptions on non-degeneracy that presently allow for the proof of KAM theory are the so called Rüssmann non-degeneracy conditions (see [Pös01], [Rüs01]). These conditions can be obtained as a corollary of our methods. Our method of "borrowing of parameters" also can be applied to examples which do not satisfy the conditions of Rüssmann (see Chapter 9).

The key to the development of our results are constructive implicit function theorems (Theorem 6.1.1 and Theorem 7.1.1). Informally, these constructive theorems state that given an object which approximately satisfies the functional equation, there exists a true solution which is close (in appropriate norm) to the approximate object. Such constructive theorems are useful in
numerical analysis, where they go under the name of a posteriori estimates. A numerical algorithm, if correctly implemented, produces objects which approximately satisfy the desired equation to a very high accuracy. If one has such constructive theorems or a posteriori estimates then the computed approximate solutions have true solutions nearby. These constructive theorems can also be used to validate approximate solutions obtained from other methods, e.g. through formal expansions. With a constructive implicit function theorem we do not need to analyze or justify the procedure used to obtain our approximate solutions. To obtain the existence of similar (i.e. nearby) true solutions we only need to verify that our approximate solutions satisfies the equation approximately.

The constructive hard implicit function theorems we present (Theorem 6.1.1 and Theorem 7.1.1) are patterned after that of [Zeh75] but we have paid attention to some quantitative issues and incorporated the more modern Brjuno-Rüssmann small divisor condition. Using these constructive hard implicit function theorems, we establish Whitney regularity with respect to parameters in two different settings (see Theorem 6.2.1 and Theorem 7.2.1 and Theorem 6.2.3 and Theorem 7.2.2)

Our first approach to obtaining Whitney regularity is to apply our constructive hard implicit function theorem (Theorem 6.1.1 or Theorem 7.1.1) in the context of Banach spaces of Whitney differentiable functions (a similar approach to obtaining differentiability on parameters was used in [dILO99] for functions depending on parameters on manifolds). This approach has the
advantage that implicit solutions of the functional need not be unique. This non-uniqueness occurs, for example, in the isometric embedding problem. On the other hand, we need to assume there is a consistent way to obtain an approximate right inverse which depends smoothly on parameters. Such approximate right inverse can be obtained if the functional has some type of group structure, as described in [Zeh75].

Our second approach to obtaining Whitney regularity requires uniqueness for solutions to the functional equation. If this is the case, we can use the formal expansions of the implicit function to directly verify the Whitney regularity of the implicit function. The terms of this expansion play the role of the Whitney derivatives. These formal expansions are a natural abstraction of the Lindstedt expansions of solutions in terms of their frequencies. Note that this approach provides some validation for the formal expansions which appear in the study of KAM problems of mechanics.

The layout of our exposition is as follows:

- Chapter 2 presents some basic results about polynomials, asymptotic polynomials and formal power series. Of particular interest is the behavior of polynomials and asymptotic polynomials under composition. The coefficients that arise from the composition of polynomials are identical to derivatives of the composition. This will be used in the following chapter when we consider the composition of Whitney differentiable functions. In particular, we will use it to determine the Whitney derivatives
of such a composition.
- Chapter 3 introduces notion of Whitney Regularity. The definition and some basic consequences are presented in Section 3.1. Of particular interest is Theorem 3.1.8 which proves that the composition of two Whitney differentiable functions produces a function which is again Whitney differentiable. Section 3.2 explores the issues of the uniqueness of Whitney derivatives. The Whitney Extension theorems, which makes Whitney Regularity a very useful concept, appear in Section 3.3.
- In Chapter 4 we present the abstract setting in which we work. Section 4.1 describes the one parameter families of Banach spaces $X_{\sigma}$ along with the corresponding accumulation spaces $X_{0}^{q}$ and $C^{\omega}$ smoothing. Section 4.2 presents the Brjuno-Rüssmann condition which is exactly the quantitative estimates (tameness) needed to obtain our results. A list of the various sets of hypotheses we use to obtain results in these various settings appears in Section 4.3 (broken down into: hypotheses for polynomial approximate solutions in Section 4.3.1, hypotheses for solutions in the analytic spaces $X_{\sigma}$ in Section 4.3.2 and hypotheses for solutions in the smooth spaces $X_{0}^{q}$ in Section 4.3.3).
- Chapter 5 begins the development our results by establish the existence of polynomial approximate solutions akin to the Lindstedt expansions in mechanics.
- Chapter 6 presents the development of solutions in the analytic spaces $X_{\sigma}$ with Section 6.1 containing the "constructive" implicit function theorem (Theorem 6.1.1), Section 6.2 establishing the Whitney regularity and Section 6.3 presenting one approach to establishing uniqueness.
- Chapter 7 mirrors the development of Chapter 6 but with results in the smooth spaces $X_{0}^{q}$.
- In Chapter 8 we study maps of the torus. This develops the framework for the following chapter.
- Chapter 9 presents an application of our Nash-Moser implicit function with Whitney regularity. Here we establish a degenerate version of KAM theory which applies to a families of torus maps that arise in the study of wave propagation in a domain with a quasi-periodically moving boundary.


## Chapter 2

## Polynomial Preliminaries

It is useful to begin by developing some notation and results about polynomials. For us, a polynomial is a finite sum of symmetric multi-linear operators (see Definition 2.1.1 below). The notation we define in this chapter for expressing polynomials will be used extensively in Chapter 3 and will appear throughout the rest of the dissertation (using the one parameter families of Banach spaces defined in Section 4.1). A detailed study of polynomial algebras, etc. can be found in [Gla58].

### 2.1 Polynomials

Let $X, Y$ be Banach spaces and let $\operatorname{Sym}_{n}(X, Y)$ denote the space of continuous symmetric $n$-linear forms from $X^{n}$ to $Y$ (for ease of notation we take $\left.\operatorname{Sym}_{0}(X, Y)=Y\right)$. For $a \in \operatorname{Sym}_{i}(X, Y)$ define the operator norm

$$
\|a\|_{\mathrm{Sym}_{i}(X, Y)}=\sup \left\{\left\|a\left[v_{1}, \ldots, v_{i}\right]\right\|_{Y}: v_{j} \in X,\left\|v_{j}\right\|_{X} \leq 1,1 \leq j \leq i\right\}
$$

Definition 2.1.1. Given $a_{i} \in \operatorname{Sym}_{i}(X, Y), 0 \leq i \leq k$, for $n, \ell \geq 0$ with $n+\ell \leq k$ we define the polynomials $a_{n}^{\leq \ell}: X \rightarrow \operatorname{Sym}_{n}(X, Y)$ by

$$
\begin{equation*}
a_{n}^{\leq \ell}(\Delta)[-]^{\otimes n}=\sum_{i=0}^{\ell} \frac{1}{i!} a_{n+i}\left[\Delta^{\otimes i},[-]^{\otimes n}\right] \tag{2.1}
\end{equation*}
$$

Here $\Delta \in X$ and $[-]$ is used as a placeholder for terms from $X$ used which are inserted when applying this an element of $\operatorname{Sym}_{n}(X, Y)$. For the polynomials $a_{0}^{\leq k}(\Delta)$, i.e. (2.1) for $n=0$ and $\ell=k$, we write $a(\Delta)$ or, to emphasize the degree, $a^{\leq k}(\Delta)$.

Let $\mathbb{P}_{k}[X ; Y]$ denote the set of all $a^{\leq k}$ and define

$$
\begin{equation*}
\left\|a^{\leq k}\right\|_{\mathbb{P}_{k}}=\max \left\{\left\|a_{i}\right\|_{\operatorname{Sym}_{i}(X, Y)}: 0 \leq i \leq k\right\} \tag{2.2}
\end{equation*}
$$

Definition 2.1.1, in particular (2.1), is motivated by the computation of derivatives. See Remark 2.1.5.

Remark 2.1.2. For $n<m$, given $a \in \mathbb{P}_{n}[X ; Y]$ by taking $a_{i}=0$ for $n<$ $i \leq m$ one can view $a \in \mathbb{P}_{m}[X ; Y]$. This gives a natural inclusion of $\mathbb{P}_{n}[X ; Y]$ into $\mathbb{P}_{m}[X ; Y]$ Conversely, for $n<m$, given $a \in \mathbb{P}_{m}[X ; Y]$ the truncation $a^{\leq n} \in \mathbb{P}_{n}[X ; Y]$. This gives a natural projection of $\mathbb{P}_{m}[X ; Y]$ onto $\mathbb{P}_{n}[X ; Y]$.

There are several useful variations of $\mathbb{P}_{k}[X ; Y]$ which we now define.
Definition 2.1.3. Define $\breve{\mathbb{P}}_{k}[X ; Y]$ to be the subset of $\mathbb{P}_{k}[X ; Y]$ of polynomials $a^{\leq k}$ with $a_{0}=0$. Furthermore, for $a^{\leq k} \in \mathbb{P}_{k}[X ; Y]$, given $n, \ell \geq 0$ with $n+\ell \leq k$, we define

$$
\begin{equation*}
\breve{a}_{n}^{\leq \ell}(\Delta)[-]^{\otimes n}=\sum_{i=1}^{\ell} \frac{1}{i!} a_{n+i}\left[\Delta^{\otimes i},[-]^{\otimes n}\right] \tag{2.3}
\end{equation*}
$$

so that $a_{n}^{\leq \ell}(\Delta)=a_{n}+\breve{a}_{n}^{\leq \ell}(\Delta)$.

As with the polynomials $a_{0}^{\leq k}(\Delta)$, we use $\breve{a}(\Delta)$ or, to emphasize the degree, $\breve{a} \leq k(\Delta)$ to express $\breve{a}_{0}^{\leq k}(\Delta)$, i.e. (2.3) for $n=0$ and $\ell=k$.

Next, we define polynomials whose coefficients $a_{i}$ depend on a variable $p \in M$.

Definition 2.1.4. Given functions $g_{i}: M \rightarrow \operatorname{Sym}_{i}(X, Y)$ for $0 \leq i \leq k$, for $n, \ell \geq 0$ with $n+\ell \leq k$, we define the variable coefficient polynomials

$$
g_{n}^{\leq \ell}: M \times X \rightarrow \operatorname{Sym}_{n}(X, Y)
$$

by

$$
\begin{equation*}
g_{n}^{\leq \ell}(p ; \Delta)[-]^{\otimes n}=\sum_{i=0}^{\ell} \frac{1}{i!} g_{n+i}(p)\left[\Delta^{\otimes i},[-]^{\otimes n}\right] \tag{2.4}
\end{equation*}
$$

Here $p \in M$ and again we take $\Delta \in X$ and [-] represents a placeholder for elements of $X$. Let $\mathbb{P}_{k}[M, X ; Y]$ be the set of all variable coefficient polynomials $g_{0}^{\leq k}$.

As in the constant coefficient case, we use $g(p ; \Delta)$ or, to emphasize the degree, $g^{\leq k}(p ; \Delta)$ to express $g_{0}^{\leq \ell}(p ; \Delta)$, i.e. (2.4) for $n=0$ and $\ell=k$. We also define $\breve{\mathbb{P}}_{k}[M, X ; Y]$ to be the subset $\mathbb{P}_{k}[M, X ; Y]$ with $g_{0}(p)=0$. Given $g_{0}^{\leq k} \in$ $\mathbb{P}_{k}[M, X ; Y]$ and $n, \ell \geq 0$ with $n+\ell \leq k$ define $\breve{g}_{n}^{\leq \ell} \in \breve{\mathbb{P}}_{\ell}\left[M, X ; \operatorname{Sym}_{n}(X, Y)\right]$ by $g_{n}^{\leq \ell}(p ; \Delta)=g_{n}(p)+\breve{g}_{n}^{\leq \ell}(p ; \Delta)$ and use $\breve{g}(p ; \Delta)$ or $\breve{g}^{\leq k}(p ; \Delta)$ to express $\breve{g}_{0}^{\leq k}(p ; \Delta)$.

Remark 2.1.5. Note that with the factorial normalization in the coefficients of $a_{n}^{\leq \ell}(\Delta)$ and $g_{n}^{\leq \ell}(p ; \Delta)$, for all $m \leq \ell$ we have

$$
D_{\Delta}^{m}\left[a_{n}^{\leq \ell}(\Delta)\right]=a_{n+m}^{\leq \ell-m}(\Delta) \quad \text { and } \quad D_{\Delta}^{m}\left[g_{n}^{\leq \ell}(p ; \Delta)\right]=g_{n+m}^{\leq \ell-m}(p ; \Delta)
$$

This is one of the motivations behind our choice of notation. Also observe that $a_{n}^{\leq \ell}(0)=a_{n}$ and $g_{n}^{\leq \ell}(p ; 0)=g_{n}(p)$ while $\breve{a}_{n}^{\leq \ell}(0)=0$ and $\breve{g}_{n}^{\leq \ell}(p ; 0)=0$.

Remark 2.1.6. An element $g \in \mathbb{P}_{k}[M, X ; Y]$ can be viewed both as a mapping $g: M \times X \rightarrow Y$ and as a mapping $g: M \rightarrow \mathbb{P}_{k}[X ; Y]$.

If $M$ is a Banach space and the variable coefficients are themselves polynomials with $g_{i} \in \mathbb{P}_{k-i}\left[M ; \operatorname{Sym}_{i}(X, Y)\right]$ then the mapping $g^{\leq k}: M \times X \rightarrow$ $Y$ is a constant coefficient polynomial, i.e. there is $a^{\leq k} \in \mathbb{P}_{k}[M \times X ; Y]$ with $a^{\leq k}((p, x))=g^{\leq k}(p ; x)$. Conversely, any polynomial $a^{\leq k} \in \mathbb{P}_{k}[M \times X ; Y]$ can be thought of as a polynomial in $Y$ with variable coefficient depending on $M$, i.e. there is $g^{\leq k} \in \mathbb{P}_{k}[M, X ; Y]$ with variable coefficients $g_{i} \in \mathbb{P}_{k-i}\left[M ; \operatorname{Sym}_{i}(X, Y)\right]$ such that $a^{\leq k}((p, x))=g^{\leq k}(p ; x)$. Going between these two viewpoints is is useful when we consider the composition of polynomials. In particular, see Lemma 2.1.12, Lemma 2.1.13 and Theorem 2.1.14.

Proposition 2.1.7. Under the norm $\|-\|_{\mathbb{P}_{k}}, \mathbb{P}_{k}[X ; Y], \mathbb{P}_{k}[M, X ; Y], \breve{\mathbb{P}}_{k}[X ; Y]$, and $\breve{\mathbb{P}}_{k}[M, X ; Y]$ are all Banach spaces.

If $Y$ is a Banach Algebra, $\bigcup_{0 \leq k} \mathbb{P}_{k}[X ; Y], \bigcup_{0 \leq k} \breve{\mathbb{P}}_{k}[X ; Y], \bigcup_{0 \leq k} \mathbb{P}_{k}[M, X ; Y]$ and $\bigcup_{0 \leq k} \breve{\mathbb{P}}_{k}[M, X ; Y]$ are normed algebras, however they are not complete.

Finally, the natural inclusions and projections described in Remark 2.1.2 are bounded linear operators with operator norms of 1.

Proof. Straightforward.

## Proposition 2.1.8. (Polynomial Composition)

Let $X, Y$ and $Z$ be Banach spaces. If $a \in \mathbb{P}_{n}[Y ; Z]$ and $b \in \mathbb{P}_{m}[X ; Y]$ we denote by $a \circ b$ the polynomial in $\mathbb{P}_{n m}[X ; Z]$ defined by $a \circ b(\Delta)=a(b(\Delta))$. Letting $c=a \circ b$, with $c=c^{\leq n m}$ as in (2.1) of Definition 2.1.1, we have

$$
\begin{equation*}
c_{0}=a_{0}^{\leq n}\left(b_{0}\right)=P_{0}\left(a_{0}, \ldots, a_{n} ; b_{0}\right) \tag{2.5}
\end{equation*}
$$

and, using the convention $a_{j}=0$ for $j>n$ and $b_{j}=0$ for $j>m$, for $i>0$

$$
\begin{equation*}
c_{i}=P_{i}\left(a_{1}, \ldots, a_{n} ; b_{0}, \ldots, b_{i}\right) \tag{2.6}
\end{equation*}
$$

where $P_{i}$ is a polynomial in $b_{i}$ with coefficients $a_{i}$. The expression of polynomials $P_{i}$ is independent of the spaces $X, Y$ and $Z$ (see Remark 2.1.10).

Furthermore, there exists a constants $M_{n, m} \geq 1$ such that given any $a \in \mathbb{P}_{n}[Y ; Z]$ and $b \in \mathbb{P}_{m}[X ; Y]$ we have

$$
\begin{equation*}
\|a \circ b\|_{\mathbb{P}_{n m}} \leq M_{n, m}\|a\|_{\mathbb{P}_{n}}\left(1+\|b\|_{\mathbb{P}_{m}}^{m}\right) \tag{2.7}
\end{equation*}
$$

and for any $a \in \mathbb{P}_{n}[Y ; Z]$ and $e, f \in \mathbb{P}_{m}[X ; Y]$

$$
\begin{equation*}
\|a \circ e-a \circ f\|_{\mathbb{P}_{n m}} \leq C(e, f)\|a\|_{\mathbb{P}_{n}}\|e-f\|_{\mathbb{P}_{m}} \tag{2.8}
\end{equation*}
$$

where $C(e, f)=M_{n, m}\left(1+\max \left(\|e\|_{\mathbb{P}_{m}},\|f\|_{\mathbb{P}_{m}}\right)^{m-1}\right)$ and

$$
\begin{equation*}
\left\|a \circ e-a \circ f-\left(a_{1}^{\leq n-1} \circ f\right)[e-f]\right\|_{\mathbb{P}_{n m^{2}}} \leq D(e, f)\|a\|_{\mathbb{P}_{n}}\|e-f\|_{\mathbb{P}_{m}}^{2} \tag{2.9}
\end{equation*}
$$

where $D(e, f)=M_{n, m}\left(1+\max \left(\|e\|_{\mathbb{P}_{m}},\|f\|_{\mathbb{P}_{m}}\right)^{m-2}\right)$.

Proof. Equation (2.6) follows from the definitions.
To establish (2.7) note that the norm defined in (2.2) is equivalent to the following norm

$$
\begin{equation*}
\left\|a^{\leq k}\right\|_{\text {sup }}=\max \left\{\left\|a^{\leq k}(\Delta)\right\|_{Y}:\|\Delta\|_{X} \leq 1\right\} \tag{2.10}
\end{equation*}
$$

i.e. there exists a constant $C_{k} \geq 1$ such that

$$
\left(1 / C_{k}\right)\left\|a^{\leq k}\right\|_{\text {sup }} \leq\left\|a^{\leq k}\right\|_{\mathbb{P}_{k}} \leq C_{k}\left\|a^{\leq k}\right\|_{\text {sup }}
$$

For $\lambda \geq 1$, we have the scaling property

$$
\left\|a^{\leq k} \circ(\lambda \mathrm{Id})\right\|_{\sup } \leq \lambda^{k}\left\|a^{\leq k}\right\|_{\mathbb{P}_{k}}
$$

and thus for $\lambda \in \mathbb{R}$

$$
\left\|a^{\leq k} \circ(\lambda \mathrm{Id})\right\|_{\text {sup }} \leq\left(1+|\lambda|^{k}\right)\left\|a^{\leq k}\right\|_{\mathbb{P}_{k}}
$$

From this it is clear

$$
\|a \circ b\|_{\text {sup }} \leq\|a\|_{\mathbb{P}_{k}}\left(1+\|b\|_{\text {sup }}^{m}\right)
$$

By the equivalence of norms, (2.7) follows.
Note that (2.8) follows from (2.9). To establish (2.9), note that for fixed $v, w \in Y$ with $\|v\|_{Y},\|w\|_{Y} \leq R$ we have

$$
\left\|a(v)-a(w)-a_{1}^{\leq n-1}(w)[v-w]\right\|_{Z} \leq M_{n}\left(1+R^{m-2}\right)\|a\|_{\mathbb{P}_{n}}\|v-w\|_{Y}^{2}
$$

Replacing $v, w$ with $e, f$ we get

$$
\left\|a \circ e-a \circ f-\left(a_{1}^{\leq n-1} \circ f\right)[e-f]\right\|_{\text {sup }} \leq D(e, f)\|e-f\|_{\text {sup }}^{2}
$$

with $D(e, f)=M_{n, m}\left(1+\max \left(\|e\|_{\mathbb{P}_{m}},\|f\|_{\mathbb{P}_{m}}\right)^{m-2}\right)$. By the equivalence of norms, (2.8) follows.

Remark 2.1.9. Note (2.8) in Proposition 2.1.8 establishes the continuity of the map $a_{*}: \mathbb{P}_{m}[X ; Y] \rightarrow \mathbb{P}_{n m}[X ; Z]$ defined by $a_{*}(b)=$ aob while (2.9) proves that it is differentiable with derivative $D a_{*}(b)[\Delta b]=a_{1}^{n-1} \circ b[\Delta b]$.

Remark 2.1.10. The polynomials $P_{i}$ defined in (2.6) (and $Q_{i}$ defined in (4) of Proposition 2.1.11) have the same form independent of the choice of $X, Y$, $Z$, and $m$. Furthermore, their dependence in $n$ can be understood by taking $a_{n}=\ldots=a_{n-k}=0$. Writing $\tilde{P}_{i}$ for coefficients that arise when composing polynomials of degree $k$ with degree $m$ and $\tilde{P}_{i}$ for the coefficients which arise when composing polynomials of degree $k$ with degree $m$, we clearly have

$$
\tilde{P}_{i}\left(a_{1}, \ldots, a_{n-k} ; b_{0}, \ldots, b_{i}\right)=P_{i}\left(a_{1}, \ldots, a_{n} ; b_{0}, \ldots, b_{i}\right)
$$

Writing $a_{j} p_{j}\left(b_{0}, \ldots, b_{j}\right)$ for $P_{j}\left(0, \ldots, 0, a_{j}, 0 \ldots, 0 ; b_{0}, \ldots, b_{j}\right)$, by the linearity of $P_{i}$ described in (2) of Proposition 2.1.11 we have

$$
P_{i}\left(a_{1}, \ldots, a_{n} ; b_{0}, \ldots, b_{i}\right)=\sum_{j=1}^{n} a_{j} p_{j}\left(b_{0}, \ldots, b_{j}\right)
$$

Using the notion of formal power series we can think of $P_{i}$ as being independent of $n$ (see Remark 2.3.2).

Finally, note that when $X=Y=Z=\mathbb{R}$, the fact that $a_{i} b_{j}=b_{j} a_{i}$, allows one to simplify the formulas for $P_{i}$. In this setting, the Faá di Bruno's formula (see [AR67]) gives an explicit formula for the derivative in (1) of

Proposition 2.1.11 and thus $P_{i}$ (the Faá di Bruno's formula actually can be expressed in this arbitrary setting but care must be taken since one does not have commutativity).

Proposition 2.1.11. The polynomials $P_{i}$ defined in (2.6) have the following useful properties:

1. (Computing via differentiation)

$$
P_{i}\left(a_{1}, \ldots, a_{n} ; b_{0}, \ldots, b_{i}\right)=D_{\Delta}^{i}\left[c_{0}^{\leq n m}(\Delta)\right]_{\Delta=0}=D_{\Delta}^{i}\left[a_{0}^{\leq n}\left(b_{0}^{\leq m}(\Delta)\right)\right]_{\Delta=0}
$$

2. (Linearity)

$$
\begin{aligned}
& P_{i}\left(\alpha a_{1}+\beta b_{1}, \ldots, \alpha a_{n}+\beta b_{n} ; c_{0}, \ldots, c_{i}\right)= \\
& \quad=\alpha P_{i}\left(a_{1}, \ldots, a_{n} ; c_{0}, \ldots, c_{i}\right)+\beta P_{i}\left(b_{1}, \ldots, b_{n} ; c_{0}, \ldots, c_{i}\right)
\end{aligned}
$$

3. (Explicit $a_{i+1}, \ldots, a_{n}$ independence)

$$
P_{i}\left(a_{1}, \ldots, a_{n} ; 0, b_{1}, \ldots, b_{i}\right)=P_{i}\left(a_{1}, \ldots, a_{i} ; 0, b_{1}, \ldots, b_{i}\right)
$$

4. (Explicit $b_{i}$ dependence)

$$
(i!) P_{i}\left(a_{1}, \ldots, a_{n} ; b_{0}, \ldots, b_{i}\right)=a_{1}\left[b_{i}\right]+Q_{i}\left(a_{1}, \ldots, a_{n} ; b_{0}, \ldots, b_{i-1}\right)
$$

for $Q_{i}$ a polynomial with coefficients $a_{1}, \ldots, a_{n}$ depending on $b_{0}, \ldots, b_{i-1}$.

Proof. Straightforward.

Lemma 2.1.12. Given $a \in \mathbb{P}_{n}[Y ; Z]$ let $f \in \mathbb{P}_{n}[Y, Y ; Z]$ with coefficients $f_{i} \in \mathbb{P}_{n-i}\left[Y ; \operatorname{Sym}_{i}(Y, Z)\right]$, defined by $f_{0}(x)=a(x)$ and, for $0<i \leq n$,

$$
\begin{equation*}
f_{i}(x)=P_{i}\left(a_{1}, \ldots, a_{n} ; x, 0, \ldots, 0\right) \tag{2.11}
\end{equation*}
$$

Then

$$
\begin{equation*}
f(x ; \Delta)=a(x+\Delta) \tag{2.12}
\end{equation*}
$$

Conversely, given $a \in \mathbb{P}_{n}[Y ; Z]$ and $f \in \mathbb{P}_{n}[Y, Y ; Z]$ satisfying (2.12) the coefficients of $f$ must satisfy (2.11).

Proof. Apply Proposition 2.1.11.
Lemma 2.1.13. If $a \in \mathbb{P}_{n}[Y ; Z], b \in \mathbb{P}_{m}[X ; Y]$ and $f \in \mathbb{P}_{n}[Y, Y ; Z]$ with coefficients $f_{i} \in \mathbb{P}_{n-i}\left[Y ; \operatorname{Sym}_{i}(Y, Z)\right]$ defined by $f_{0}(x)=a(x)$ and, for $0<i \leq$ $n$,

$$
f_{i}(x)=P_{i}\left(a_{1}, \ldots, a_{n} ; x, 0, \ldots, 0\right)
$$

then

$$
P_{i}\left(a_{1}, \ldots, a_{n} ; b_{0}, \ldots, b_{i}\right)=P_{i}\left(f_{1}\left(b_{0}\right), \ldots, f_{i}\left(b_{0}\right) ; 0, b_{1}, \ldots, b_{i}\right)
$$

Proof. Note by definition of $f_{i}$ we from Lemma 2.1.12 that (2.12) holds. Note that one has

$$
a(b(\Delta))=a\left(b_{0}+\breve{b}(\Delta)\right)=f\left(b_{0} ; \breve{b}(\Delta)\right)
$$

Applying Proposition 2.1.8 and 3 from Proposition 2.1.11 the result follows.

We now present a fundamental and very useful relationship among the polynomials $P_{i}$. This relationship arises and is easy to establish when we consider the derivatives of the composition of polynomials. However, it also arises when we consider the composition of asymptotic polynomials in Section 2.2 and again when we consider the composition of Whitney differentiable functions (Theorem 3.1.8) in Section 3.1.

Theorem 2.1.14. Given polynomials $a \in \mathbb{P}_{n}[Y ; Z]$ and $b \in \mathbb{P}_{m}[X ; Y]$, let $f \in$ $\mathbb{P}_{n}[Y, Y ; Z], g \in \mathbb{P}_{m}[X, X ; Y]$ and $h \in \mathbb{P}_{n m}[X, X ; Z]$ be variable coefficient polynomials with coefficients $f_{i} \in \mathbb{P}_{n-i}\left[Y ; \operatorname{Sym}_{i}(Y, Z)\right], g_{i} \in \mathbb{P}_{m-i}\left[X ; \operatorname{Sym}_{i}(X, Y)\right]$ and $h_{i} \in \mathbb{P}_{n m-i}\left[X ; \operatorname{Sym}_{i}(X, Z)\right]$ defined by

$$
\begin{gather*}
f_{i}(y)=P_{i}\left(a_{1}, \ldots, a_{n} ; y, 0, \ldots, 0\right) \\
g_{i}(x)=P_{i}\left(b_{1}, \ldots, b_{m} ; x, 0, \ldots, 0\right) \\
h_{0}(x)=a_{0}^{\leq n}\left(b_{0}^{\leq m}(x)\right)=f_{0}^{\leq n}\left(g_{0}^{\leq m}(x)\right) \tag{2.13}
\end{gather*}
$$

and

$$
\begin{equation*}
h_{i}(x)=P_{i}\left(f_{1}\left(g_{0}(x)\right), \ldots, f_{i}\left(g_{0}(x)\right) ; 0, g_{1}(x), \ldots, g_{i}(x)\right) \tag{2.14}
\end{equation*}
$$

Then one has the property

$$
\begin{equation*}
h(x ; \Delta)=a(b(x+\Delta)) \tag{2.15}
\end{equation*}
$$

and, for $0 \leq i \leq n m$, the coefficients $h_{i} \in \mathbb{P}_{n m-i}\left[X ; \operatorname{Sym}_{i}(X, Z)\right]$ satisfy

$$
\begin{equation*}
h_{i+1}(x)=D_{x} h_{i}(x) \tag{2.16}
\end{equation*}
$$

Proof. By Lemma 2.1.13, note

$$
f(y ; \Delta)=a(y+\Delta) \quad \text { and } \quad g(x ; \Delta)=b(x+\Delta)
$$

Hence

$$
a(b(x+\Delta))=a(g(x ; \Delta))=f\left(g_{0}(x) ; \breve{g}(x ; \Delta)\right)
$$

and applying Proposition 2.1 .8 gives (2.15) with coefficients (2.13) and (2.14).
To prove (2.16), we use induction on $i$. Note that the case $i=0$ can be established by differentiating (2.15) with respect to $\Delta$ and evaluating at $\Delta=0$. Assume (2.16) holds for $i \leq k$ and note that differentiating (2.15) $k+1$ times with respect to $\Delta$ and evaluate at $\Delta=0$ we have

$$
h_{k+1}(x)=D_{\Delta}^{k+1}\left[h_{0}(x+\Delta)\right]_{\Delta=0}=D_{x}^{k+1} h_{0}(x)=D_{x} h_{k}(x)
$$

which completes the induction.

### 2.2 Asymptotic polynomials

Definition 2.2.1. Let $X, Y$ be Banach spaces, $\gamma>1$ a real number, $k<$ $\gamma \leq k+1$ with $k \in \mathbb{Z}^{+}$, and $A$ an arbitrary subset of $X$ with $0 \in A$. Define "big-O notation" as follows. The symbol $O\left(x^{\gamma}\right)$ is used to denote any function $f: A \rightarrow Y$ with the property

$$
\|f(x)\|_{Y} \leq M\|x\|_{X}^{\gamma} \quad \forall x \in A
$$

To emphasize the constant $M$, we write $O_{M}\left(x^{\gamma}\right)$.

Proposition 2.2.2. Given $k, \gamma$ and $A \subseteq X$ bounded (i.e. $A \subseteq B(0, R)$ for some $R \geq 1$ ), there exists a constant $C_{\gamma, k, R} \geq 1$ such that for any a $\in \mathbb{P}_{k}[X ; Y]$ and any $g: A \rightarrow X$ with $g(\Delta)=O_{N_{g}}\left(\Delta^{\gamma}\right)$

$$
a^{\leq k}(\Delta+g(\Delta))=a^{\leq k}(\Delta)+O_{N_{a}}\left(\Delta^{\gamma}\right)
$$

with $N_{a} \leq C_{\gamma, k, R}\|a\|_{\mathbb{P}_{k}} N_{g}$.

Proof. Fix $x$ and let $f \in \mathbb{P}_{k}[X, X ; Y]$ with $f_{i} \in \mathbb{P}_{k-i}\left[X ; \operatorname{Sym}_{i}(X, Y)\right]$ defined by $f_{0}(\Delta)=a(\Delta)$ and, for $0<i \leq k$

$$
f_{i}(\Delta)=P_{i}\left(a_{1}, \ldots, a_{k} ; \Delta, 0, \ldots, 0\right)
$$

so that

$$
\begin{equation*}
a^{\leq k}(\Delta+g(x))=f^{\leq k}(\Delta ; g(x))=a^{\leq k}(\Delta)+\breve{f}^{\leq k}(\Delta ; g(x)) \tag{2.17}
\end{equation*}
$$

Note

$$
\begin{equation*}
\left\|\breve{f}^{\leq k}(\Delta ; g(x))\right\|_{Y} \leq \sum_{i=1}^{k} \frac{1}{i!}\left\|f_{i}(\Delta)\right\|_{Y}\|g(x)\|_{Y}^{i} \tag{2.18}
\end{equation*}
$$

Furthermore using the linearity of $P_{i}$ in $a_{j}$ (see (2) in Proposition 2.1.11) we can factor out $\|a\|_{\mathbb{P}_{k}}$ leaving $P_{i}$ with coefficients of operator norm $\leq 1$ and since $\|\Delta\|_{X} \leq R$ we get $\left\|f_{i}(\Delta)\right\|_{Y} \leq\|a\|_{\mathbb{P}_{k}} N_{i, R}$ for constants $N_{i, R}$ depending only on $P_{i}$ and $R$. Substituting into (2.18), we get

$$
\|\breve{f} \leq k(\Delta ; g(x))\|_{Y} \leq \underbrace{\left(\sum_{i=1}^{k} \frac{1}{i!} N_{i, R} R^{\gamma(i-1)}\right)}_{C_{\gamma, k, R}}\|a\|_{\mathbb{P}_{k}} N_{g}\|x\|_{X}^{\gamma}
$$

Taking $\Delta=x$ and combining with (2.17) the result follows.

We now extend the polynomial spaces defined in the previous section $\left(\mathbb{P}_{n}[X ; Y], \breve{\mathbb{P}}_{n}[X ; Y], \mathbb{P}_{n}[M, X ; Y]\right.$ and $\left.\breve{\mathbb{P}}_{n}[M, X ; Y]\right)$ by adding $O\left(x^{\gamma}\right)$ terms. We will refer to these objects as asymptotic polynomials.

Definition 2.2.3. Let $X, Y$ be Banach spaces, $A$ an arbitrary subset of $X$ with $0 \in A \subseteq X$ and $\gamma$ with $k<\gamma \leq k+1$. Define

$$
\mathbb{P}^{\gamma}[A ; Y]=\left\{a^{\leq k}+a^{\geq \gamma}: a^{\leq k} \in \mathbb{P}_{k}[X ; Y], a^{\geq \gamma}: A \rightarrow Y, a^{\geq \gamma}(\Delta)=O\left(\Delta^{\gamma}\right)\right\}
$$

and

$$
\begin{equation*}
\|a\|_{\mathbb{P}^{\gamma}}=\sup \left\{M:\left\|a_{i}\right\|_{\operatorname{Sym}_{i}(X, Y)} \leq M,\left\|a^{\geq \gamma}(\Delta)\right\|_{Y} \leq M\|\Delta\|_{X}^{\gamma}\right\} \tag{2.19}
\end{equation*}
$$

The spaces $\mathbb{P}^{\gamma}[M, A ; Y], \breve{\mathbb{P}}^{\gamma}[A ; Y]$ and $\breve{\mathbb{P}}^{\gamma}[M, A ; Y]$ are defined analogously.

Proposition 2.2.4. Under the norm $\|-\|_{\mathbb{P}^{\gamma}}, \mathbb{P}^{\gamma}[A ; Y], \mathbb{P}^{\gamma}[M, A ; Y], \breve{\mathbb{P}}^{\gamma}[A ; Y]$ and $\breve{\mathbb{P}}^{\gamma}[M, A ; Y]$ are all Banach spaces.

If $Y$ is a Banach algebra then $\mathbb{P}^{\gamma}[A ; Y], \mathbb{P}^{\gamma}[M, A ; Y], \breve{\mathbb{P}}^{\gamma}[A ; Y]$ and $\breve{\mathbb{P}}^{\gamma}[M, A ; Y]$ are also Banach algebras.

Proof. Straightforward.

Proposition 2.2.5. Let $X, Y$ and $Z$ be Banach spaces and $k<\gamma \leq k+1$ be given. If $a=\breve{a}^{\leq k}+a^{\geq \gamma} \in \breve{\mathbb{P}}^{\gamma}[A ; Y]$ and $b=\breve{b} \leq k+b^{\geq \gamma} \in \breve{\mathbb{P}}^{\gamma}[B ; Z]$ then, defining $C=B \cap a^{-1}(A)$, the composition $a \circ b: C \rightarrow Z$ lies in $\breve{\mathbb{P}}^{\gamma}[C ; Z]$. Denoting

$$
a \circ b=c=\breve{c}^{\leq k}+c^{\geq \gamma}
$$

one has, for $0<i \leq k$,

$$
\begin{equation*}
c_{i}=P_{i}\left(a_{1}, \ldots, a_{i}, 0, b_{1}, \ldots, b_{i}\right) \tag{2.20}
\end{equation*}
$$

with $P_{i}$ defined in (2.6) of Proposition 2.1.8.
Furthermore, there exists a constant $M_{\gamma} \geq 1$ such that the following inequalities hold:
(i) For any $a \in \breve{\mathbb{P}}^{\gamma}[A ; Z]$ and $b \in \breve{\mathbb{P}}^{\gamma}[B ; Y]$

$$
\begin{equation*}
\|a \circ b\|_{\mathbb{P}^{\gamma}} \leq M_{\gamma}\|a\|_{\mathbb{P}^{\gamma}}\left(1+\|b\|_{\mathbb{P}^{\gamma}}^{\gamma}\right) \tag{2.21}
\end{equation*}
$$

(ii) For any $a \in \breve{\mathbb{P}}^{\gamma}[A ; Z]$ with $a^{\geq \gamma}$ satisfying

$$
\begin{equation*}
\left\|a^{\geq \gamma}(v)-a^{\geq \gamma}(w)\right\|_{Z} \leq M_{\gamma}\|a\|_{\mathbb{P}^{\gamma}}\|v-w\|_{Y} \tag{2.22}
\end{equation*}
$$

for all $v, w \in A$, then for any $e, f \in \breve{\mathbb{P}}^{\gamma}[B ; Y]$

$$
\begin{equation*}
\|a \circ e-a \circ f\|_{\mathbb{P}^{\gamma} \gamma} \leq C(e, f)\|a\|_{\mathbb{P}^{\gamma} \gamma}\|b-d\|_{\mathbb{P}^{\gamma} \gamma} \tag{2.23}
\end{equation*}
$$

with $C(e, f)=M_{\gamma}\left(1+\max \left(\|e\|_{\mathbb{P}^{\gamma}},\|f\|_{\mathbb{P}^{\gamma}}\right)^{\gamma+1}\right)$
(iii) For any $a \in \breve{\mathbb{P}}^{\gamma}[A ; Z]$ with $a^{\geq \gamma}$ having the property that there exists $D a^{\geq \gamma}: A \rightarrow L(X, Y)$ such that

$$
\begin{equation*}
\|a(v)-a(w)-D a(w)[v-w]\|_{Z} \leq M_{\gamma}\|a\|_{\mathbb{P}^{\gamma}}\|v-w\|_{Y}^{2} \tag{2.24}
\end{equation*}
$$

for all $v, w \in A$, then for any $e, f \in \breve{\mathbb{P}^{\gamma}}[B ; Y]$

$$
\begin{equation*}
\|a \circ e-a \circ f-(D a \circ f)[e-f]\|_{\mathbb{P}^{\gamma}} \leq D(e, f)\|a\|_{\mathbb{P}^{\gamma} \gamma}\|b-d\|_{\mathbb{P}^{\gamma}}^{2} \tag{2.25}
\end{equation*}
$$

with $D(e, f)=M_{\gamma}\left(1+\max \left(\|e\|_{\mathbb{P} \gamma},\|f\|_{\mathbb{P} \gamma}\right)^{\gamma+2}\right)$

Proof. Note that for any fixed $x$, applying Proposition 2.1.8 we get

$$
\breve{a}^{\leq k}\left(\breve{b} \leq k(\Delta)+b^{\geq \gamma}(x)\right)=h_{0}^{\leq k^{2}}(x ; \Delta)
$$

with

$$
h_{i}(x)=P_{i}\left(a_{0}, \ldots, a_{n} ; b^{\geq \gamma}(x), b_{1}, \ldots, b_{i}\right)
$$

Using Proposition 2.2.2 we have

$$
h_{i}(x)=\underbrace{P_{i}\left(a_{0}, \ldots, a_{n} ; 0, b_{1}, \ldots, b_{i}\right)}_{=c_{i}}+h_{i}^{\geq \gamma}(x)
$$

with $h_{i}^{\geq \gamma}(x)=O\left(x^{\gamma}\right)$. Setting $\Delta=x,(2.20)$ follows with

$$
c^{\geq \gamma}(x)=a^{\geq \gamma} \circ b+\sum_{i=0}^{k} \frac{1}{i!} h_{i}^{\geq \gamma}(x)+\sum_{i=k+1}^{k^{2}} \frac{1}{i!} h_{i}(x) x^{\otimes i}
$$

To obtain (2.21), (2.23) and (2.25) note that by the definition of the norm in (2.19) it suffices to establish (2.21), (2.23) and (2.25) for each coefficient of the composition and then for the remaining $O\left(x^{\gamma}\right)$ term of the composition. Furthermore, estimates (2.21), (2.23) and (2.25) on $c^{\leq k}$ follow directly from (2.7), (2.8) and (2.9) in Proposition 2.1.8. Thus, we need to consider is the $c^{\geq \gamma}$ terms of the composition.

To obtain (2.21), note that Proposition 2.2.2 gives us $h_{i}^{\geq \gamma}(x)=O_{N_{i}}\left(x^{\gamma}\right)$ with $N_{i} \leq C_{\gamma, i, R}\|a\|_{\mathbb{P}_{k}}\|b\|_{\mathbb{P}^{\gamma}}$. Estimating the remaining terms of $c^{\geq \gamma}=O_{M}\left(x^{\gamma}\right)$ we get $M \leq M_{\gamma, k, R}\|a\|_{\mathbb{P}_{k}}\left(1+\|b\|_{\mathbb{P}^{\gamma}}^{\gamma}\right)$ which establishes (2.21).

To obtain (2.23), note that by (2.22), we have

$$
\begin{aligned}
\left\|\left(a^{\geq \gamma} \circ e-a^{\geq \gamma} \circ f\right)(x)\right\|_{Z} & \leq C(e, f)\|a\|_{\mathbb{P}^{\gamma}}\|e(x)-f(x)\|_{Y} \\
& \leq\left(C(e, f)\|a\|_{\mathbb{P}^{\gamma}}\|e-f\|_{\mathbb{P}^{\gamma}}\right)\|x\|_{X}^{\gamma}
\end{aligned}
$$

Estimating the remaining terms of $c^{\geq \gamma}$, (2.23) follows.
Similarly, to obtain (2.25), note that by (2.24), we have

$$
\begin{aligned}
\left\|\left(a^{\geq \gamma} \circ e-a^{\geq \gamma} \circ f(D a \circ e)[e-w]\right)(x)\right\|_{Z} & \leq D(e, f)\|a\|_{\mathbb{P}^{\gamma}}\|e(x)-f(x)\|_{Y}^{2} \\
& \leq\left(D(e, f)\|a\|_{\mathbb{P}^{\gamma}}\|e-f\|_{\mathbb{P}^{\gamma}}^{2}\right)\|x\|_{X}^{2 \gamma}
\end{aligned}
$$

Estimating the remaining terms of $c^{\geq \gamma}$, (2.25) follows.

Using polynomials to approximate functions, as in Taylor Theorem (Theorem 3, p. 7 in [Nel69]), Proposition 2.2.5 gives us the following:

Corollary 2.2.6. Let $X, Y$ and $Z$ be Banach spaces with $U \subseteq X$ and $V \subseteq Y$ open. Given functions $f: V \rightarrow Z$ and $g: U \rightarrow V$ which are $C^{\gamma}, k<\gamma \leq k+1$, the composition $f \circ g: U \rightarrow Z$ is again $C^{\gamma}$. Denoting the Frechet derivatives of $f(y)$ at $g\left(x_{0}\right)$ by $f_{i}\left(g\left(x_{0}\right)\right)$ and of $g(x)$ at $x_{0}$ by $g_{i}\left(x_{0}\right)$, the derivatives of $f \circ g$ at $x_{0}$ have the form of (2.6) with $b_{0}=0$ and $a_{i}=f_{i}\left(g\left(x_{0}\right)\right)$ and $b_{i}=g_{i}(x)$ for $0<i \leq k$.

Proof. Use Taylor Theorem on $f$ and $g$ and apply Proposition 2.2.5.

Corollary 2.2.7. Let $X, Y$ and $Z$ be Banach spaces with $U \subseteq X$ and $V \subseteq Y$ open. Given:
(a) $F: U \times V \rightarrow Z$ and $g: U \rightarrow V$ both $C^{\gamma}$ with $k<\gamma \leq k+1$.
(b) $\left(x_{0}, y_{0}\right) \in U \times V$ with $g\left(x_{0}\right)=y_{0}$
define $G: B(0, \epsilon) \rightarrow U \times V$ by

$$
G(\Delta)=\binom{x_{0}+\Delta}{g\left(x_{0}+\Delta\right)}
$$

The composition $F \circ G$ is Frechet differentiable to order $k$ and, denoting the Frechet derivatives of $F$ at $\left(x_{0}, y_{0}\right)$ by $F_{i}\left(x_{0}, y_{0}\right)$ (or $F_{i}$ when space is tight) and the Frechet derivatives of $g$ at $x_{0}$ by $g_{i}\left(x_{0}\right)$, the derivatives $D_{\Delta}^{i}[F(G(\Delta))]_{\Delta=0}$ (or $D^{i}[F \circ G]$ when space is tight) have the form of (2.6) with $b_{0}=0$ and $a_{i}=F_{i}\left(x_{0}, y_{0}\right)$ and $b_{i}=G_{i}$, for $0<i \leq k$, where $G_{1}=\binom{\mathrm{Id}}{g_{1}\left(x_{0}\right)}$ and $G_{i}=\binom{0}{g_{i}\left(x_{0}\right)}$ for $1<i \leq k$. In particular, for $0<i \leq k$ we have

$$
\begin{equation*}
D^{i}[F \circ G]=D_{2} F\left(x_{0}, y_{0}\right)\left[g_{i}\left(x_{0}\right)\right]+Q_{i}\left(F_{1}, \ldots, F_{i} ; 0, G_{1}, \ldots, G_{i-1}\right) \tag{2.26}
\end{equation*}
$$

Proof. Follows from Corollary 2.2.6 and (4) of Proposition 2.1.11.

Proposition 2.2.8. Using (2.26) from Corollary 2.2.7, define the polynomials $Q_{i}^{F}\left(x_{0}, y_{0} ; b_{1}, \ldots, b_{i-1}\right)$ so that

$$
\begin{equation*}
Q_{i}^{F}\left(x_{0}, y_{0} ; g_{1}, \ldots, g_{i-1}\right)=Q_{i}\left(F_{1}, \ldots, F_{i} ; 0, G_{1}, \ldots, G_{i-1}\right) \tag{2.27}
\end{equation*}
$$

Note $F_{j}$, for $0<j \leq i$, are the coefficients of $Q_{i}^{F}$ and we have

$$
\begin{align*}
Q_{n+1}^{F}= & D_{1} D_{2} F\left[b_{n}\right]+D_{2}^{2} F\left[b_{1}, b_{n}\right]  \tag{2.28}\\
& +D_{x} Q_{n}^{F}+D_{y} Q_{n}^{F}\left[b_{1}\right]+\nabla_{b} Q_{n}^{F} \cdot\left(b_{2}, \ldots, b_{n}\right)
\end{align*}
$$

Proof. Using $g^{\leq k}=b^{\leq k}$ and differentiating (2.26) the result follows.

### 2.3 Formal power series

To round out our discussion of polynomials we give the following:
Definition 2.3.1. A Formal Power Series (FPS) is a collection

$$
\left\{a_{i} \in \operatorname{Sym}_{i}(X, Y)\right\}_{i=0}^{\infty}
$$

which is formally written as

$$
\begin{equation*}
a^{\leq \infty}(\Delta) \equiv \sum_{i=0}^{\infty} \frac{1}{i!} a_{i} \Delta^{\otimes i} \tag{2.29}
\end{equation*}
$$

Let $\mathbb{P}_{\infty}[X ; Y]$ denote the set of all $a^{\leq \infty}$ and define

$$
\left\|a^{\leq \infty}\right\|_{\mathbb{P}_{\infty}}=\sup \left\{\left\|a_{i}\right\|_{\operatorname{Sym}_{i}(X, Y)}: 0 \leq i<\infty\right\}
$$

Remark 2.3.2. Because no assertion is made as to the convergence of this power series, one must treat (2.29) as a formal object. Since we can only "evaluate" $y_{0}^{\infty}(\Delta)$ for $\Delta=0$ the $\ell_{\infty}$ type norm $\left\|a^{\leq \infty}\right\|_{\mathbb{P}_{\infty}}$ no longer corresponds to a supremum norms as with $\mathbb{P}_{\leq n}[X ; Y]$ and $\mathbb{P}^{\gamma}[X ; Y]$. Also, even on the formal level the composition of formal power series results in infinite sums for finite order coefficients and thus cannot be defined.

However, formal power series provide a useful formalism to describe sequences of polynomials of the form $p_{n}(\Delta)=\sum_{i=0}^{n} y_{i} \Delta^{\otimes i}$. Examples include $P_{i}$, defined in (2.6), $Q_{i}$, defined in (4) of Proposition 2.1.11, $Q_{i}^{F}$, defined Proposition 2.2.8, and $h_{i}$, defined in (2.14), (all viewed as a formal power series in n, not $i$, see Remark 2.1.10).

## Chapter 3

## Whitney Regularity

Informally, a function $f: A \subseteq X \rightarrow Y$ is $C^{\gamma}$ Whitney differentiable, $k<\gamma \leq k+1$, if one can find suitable substitutes $\left\{f_{i}\right\}_{i=0}^{k}$ for the derivatives of $f$ so that the estimates of the classical $C^{\gamma}$ Taylor's theorem, which make sense on arbitrary domains, are satisfied. One can think of this substitute $\left\{f_{i}\right\}_{i=0}^{k}$ for the derivatives as prescribing the $k$-jet of $f$.

While many of the classical notions of differentiability continue to hold for Whitney differentiable functions, e.g. the product rule and chain rule, when moving to arbitrary domains such simple results as the uniqueness of the derivatives or the $k$-jet of $f$ need not hold.

While classically, the $i$-th derivatives of a function automatically satisfy the estimates of the classical $C^{\gamma-i}$ Taylor's theorem, for Whitney differentiability, this condition must be imposed as additional conditions on the $k$-jet of $f$. To establish the Whitney regularity of a function, it is often relatively easy to obtain the $C^{\gamma}$ Taylor estimates on the function while the $C^{\gamma-i}$ Taylor estimates for the Whitney derivatives are often more difficult to establish. To this end, we present two "Whitney Verification Lemmas" which establish the $C^{\gamma-i}$ Taylor estimates on the derivatives from the $C^{\gamma}$ estimate of the function
provided one have either certain additional relationships among the $\left\{f_{i}\right\}_{i=1}^{k}$ (Lemma 3.1.10) or additional conditions on the set $A$ (Lemma 3.2.6).

Section 3.1 presents the definition of $C_{W h t}^{\gamma}(A, Y)$, the set of $C^{\gamma}$ Whitney differentiable functions. Here we explore some of the basic consequences of this definition. In particular, restricting this definition to the interior of $A$ one recovers the classical notion of $C^{\gamma}$ regularity for functions defined on open sets (see Proposition 3.1.5). We also establish that the composition of two $C^{\gamma}$ Whitney differentiable functions is again $C^{\gamma}$ Whitney (see Theorem 3.1.8). In Section 3.2 under some reasonable conditions on $A$ we can ensure the uniqueness of Whitney derivatives can be established (see Proposition 3.2.3 and Remark 3.2.4). Finally, Section 3.3 presents the Whitney Extension theorem, which extends $C^{\gamma}$ Whitney regular functions in finite dimensions (i.e. $\mathbb{R}^{n}$ ) to classically $C^{\gamma}$ regular functions.

### 3.1 The definition and some consequences

The following definition generalizes the spaces $\operatorname{Lip}(\gamma, A)$ as defined on p. 176 in [Ste70] to functions with domain and range in arbitrary (infinite dimensional) Banach spaces. (Of course, theorems using the standard notion of Whitney regularity, e.g. the Whitney Extension theorem discuss in Section 3.3, will apply if we restrict $A$ to be a closed finite dimensional subset.)

Definition 3.1.1. Let $X, Y$ be Banach spaces, $A \subseteq X$ arbitrary, and $\gamma>1$ with $k<\gamma \leq k+1$ for $k \geq 1$ a positive integer. Define $C_{W h t}^{\gamma}(A, Y)$ to be the collection of functions $f: A \rightarrow Y$ with the property that for some choice
of functions $f_{i}: A \rightarrow \operatorname{Sym}_{i}(X, Y)$ for $0 \leq i \leq k$ with $f=f_{0}$ there exists a positive constant $M$ such that for every $0 \leq i \leq k$

$$
\begin{equation*}
\left\|f_{i}(x)\right\|_{\operatorname{Sym}_{i}(X, Y)} \leq M \tag{3.1}
\end{equation*}
$$

and for every $0 \leq i \leq k$ and every $x, x+\Delta \in A$

$$
\begin{equation*}
\left\|f_{i}(x+\Delta)-f_{i}^{\leq k-i}(x ; \Delta)\right\|_{\operatorname{Sym}_{i}(X, Y)} \leq M\|\Delta\|_{X}^{\gamma-i} \tag{3.2}
\end{equation*}
$$

Define

$$
\|f\|_{C_{W h t}^{\gamma}}=\inf \{M:(3.1) \text { and (3.2) hold }\}
$$

Given $f \in C_{W h t}^{\gamma}(A, Y)$ we say $f$ is $C^{\gamma}$ Whitney in $A$ with Whitney derivatives $\left\{f_{i}\right\}_{i=0}^{k}$. We also refer to the collection $\left\{f_{i}\right\}_{i=0}^{k}$ as the $k$-jet of $f$.

Define

$$
C_{W h t}^{\infty}(A, Y) \equiv \bigcap_{\gamma>0} C_{W h t}^{\gamma}(A, Y)
$$

Given $f \in C_{W h t}^{\infty}(A, Y)$ we say the function $f$ is $C^{\infty}$ Whitney in $A$ with Whitney derivatives $\left\{f_{i}\right\}_{i=0}^{\infty}$. We refer to the collection $\left\{f_{i}\right\}_{i=0}^{k}$ as the $\infty$-jet of $f$.

Remark 3.1.2. (Whitney's formulation) The original definition given by Whitney in [Whi34] for "functions of class $C^{m}$ in $A$ " took $m=\gamma \in \mathbb{Z}^{+} \cup\{\infty\}$, $X=\mathbb{R}^{n}, Y=\mathbb{R}$ and $A$ closed. Furthermore, conditions (3.1) and (3.2) were replaced by the condition that for any $x^{\prime} \in X$ and $\epsilon>0$ there exists a $\delta>0$ such that for any $x, x+\Delta \in A \cap B\left(x^{\prime}, \delta\right)$ one has

$$
\begin{equation*}
\left\|f_{i}(x+\Delta)-f_{i}^{\leq m-i}(x ; \Delta)\right\|_{\operatorname{Sym}_{i}(X, Y)} \leq \epsilon\|\Delta\|_{X}^{m-i} \tag{3.3}
\end{equation*}
$$

for all $i \leq m$.

Note that with $m<\delta \leq m+1$, all the functions in $\operatorname{Lip}(\delta, A)$ as defined by Stein are of "class $C^{m}$ in $A$ " by Whitney's definition. Similarly, if $A$ is compact then any function which is of "class $C^{m}$ in $A$ " a la Whitney is also $\operatorname{Lip}(\eta, A)$ for all $\eta \leq m$.

Remark 3.1.3. (Big-O notation) Whitney and Stein both write

$$
\begin{equation*}
f_{i}(x+\Delta)=f_{i}^{\leq k-i}(x ; \Delta)+R_{i}(x, x+\Delta) \tag{3.4}
\end{equation*}
$$

and use $R_{i}(x, x+\Delta)$ to express (3.2) or (3.3). Using "big-O" notation (see Definition 2.2.1) developed in Chapter 2 we could write (3.4) as

$$
\begin{equation*}
f_{i}(x+\Delta)=f_{i}^{\leq k-i}(x ; \Delta)+O_{M}\left(\|\Delta\|_{X}^{\gamma-i}\right) \tag{3.5}
\end{equation*}
$$

thus expressing condition (3.2). In a similar manner one can use a modified "little-o" notation to express Whitney's original notion of $C^{m}$ in $A$.

Remark 3.1.4. ( $A$ arbitrary and infinite) Note in Definition 3.1.1 the set $A$ need not be closed. Furthermore, the linear spaces $X$ and $Y$ need not be finite dimensional. Only when we consider the Whitney extension theorem (Theorem 3.3.1) in Section 3.3 will we require $A$ to be closed and $X$ to be finite dimensional.

In applications, working with Whitney regularity in infinite dimensions on arbitrary sets is useful since one can establish the Whitney regularity of the implicit function in this setting and then restrict to a finite dimensional closed set of parameters and use the Whitney extension theorem (Theorem 3.3.1) to obtain measure estimates.

We now present some of the basis consequences that follow from our definition of $C_{W h t}^{\gamma}(A, Y)$.

Proposition 3.1.5. Let $\operatorname{int}(A)$ denote the interior of the set $A$. For any $f \in C_{W h t}^{\gamma}(A, Y)$ we have the following:

1. If $\gamma \notin \mathbb{Z}$, the function $\left.f\right|_{\operatorname{int}(A)}$ is $C^{\gamma}$ in the classical sense.
2. If $\gamma=k+1$ then $\left.f\right|_{\operatorname{int}(A)}$ is $C^{k}$ with Lipschitz continuous derivatives (often denoted $C^{k, 1}$ ).

Furthermore, on $\operatorname{int}(A)$ the estimates (3.2) for $0<i \leq k$ follow from (3.2) for $i=0$.

Proof. Apply the converse Taylor theorem (see e.g. p. 6 [AR67]).

Proposition 3.1.6. The set $C_{W h t}^{\gamma}(A, Y)$ with $\|-\|_{C_{W h t}^{\gamma}}$ is a Banach space. If $Y$ is a Banach Algebra then so is $C_{W h t}^{\gamma}(A, Y)$.

Proof. Straightforward (see, e.g. p. 176 in [Ste70]).

Proposition 3.1.7. If $f$ is $C_{W h t}^{\gamma}(A, Y)$ with Whitney derivatives $\left\{f_{i}\right\}_{i=0}^{k}$ then its Whitney derivatives $f_{n}$ are $C_{W h t}^{\gamma-n}\left(A, \operatorname{Sym}_{n}(X, Y)\right)$ with Whitney derivatives $\left\{f_{n+i}\right\}_{i=0}^{k-n}$.

The converse is not true. Namely, there exists $f \in C_{W h t}^{\gamma}(A, Y)$ whose $k$-jets $\left\{f_{i}\right\}_{i=1}^{k}$ are $C_{W h t}^{\infty}\left(A, \operatorname{Sym}_{n}(X, Y)\right)$ but $f$ is not $C_{W h t}^{\eta}(A, Y)$ for any $\eta>\gamma$. (See Proposition 3.1.11 for conditions under which the converse does hold.)

Proof. The first assertion follows from the definitions. For an example of the second, see [Whi34].

## Theorem 3.1.8. (Whitney Composition)

Given $k<\gamma \leq k+1, X, Y, Z$ be linear spaces, $A \subseteq X$ and $B \subseteq Y$ let

$$
g: A \rightarrow Y \quad \text { and } \quad f: B \rightarrow Z
$$

and define $C \equiv A \cap g^{-1}(B) \subseteq X$ and

$$
h \equiv f \circ g: C \rightarrow Z
$$

If $g \in C_{W h t}^{\gamma}(A, Y)$ with Whitney derivatives $g_{i}$ and $f \in C_{W h t}^{\gamma}(B, Z)$ with Whitney derivatives $f_{i}$ then $h \in C_{W h t}^{\gamma}(C, Z)$ with Whitney derivatives $\left\{h_{i}\right\}_{i=0}^{k}$ given by $h_{0}(x)=f_{0}\left(g_{0}(x)\right)$ and, for $0<i \leq k$,

$$
\begin{equation*}
h_{i}(x)=P_{i}\left(f_{1}(g(x)), \ldots, f_{i}(g(x)) ; 0, g_{1}(x), \ldots, g_{i}(x)\right) \tag{3.6}
\end{equation*}
$$

with $P_{i}$ as defined in (2.5) and (2.6) in Proposition 2.1.8.
Furthermore, there exists a constant $M_{\gamma} \geq 1$ such that the following inequalities hold:
(i) For any $f \in C_{W h t}^{\gamma}(B ; Z)$ and $g \in C_{W h t}^{\gamma}[A ; Y]$

$$
\begin{equation*}
\|f \circ g\|_{C_{W h t}^{\gamma}} \leq M_{\gamma}\|f\|_{C_{W h t}^{\gamma}}\left(1+\|g\|_{C_{W h t}^{\gamma}}^{\gamma}\right) \tag{3.7}
\end{equation*}
$$

(ii) For any $f \in C_{W h t}^{\gamma+1}[B ; Z], g_{1}, g_{2} \in C_{W h t}^{\gamma}[A ; Y]$

$$
\begin{equation*}
\left\|f \circ g_{1}-f \circ g_{2}\right\|_{C_{W h t}^{\gamma}} \leq C(e, f)\|f\|_{C_{W h}^{\gamma+1}}^{\gamma+1}\left\|g_{1}-g_{2}\right\|_{C_{W h t}^{\gamma}} \tag{3.8}
\end{equation*}
$$

$$
\text { with } C\left(g_{1}, g_{2}\right)=M_{\gamma}\left(1+\max \left(\left\|g_{1}\right\|_{C_{W h t}^{\gamma}}^{\gamma},\left\|g_{2}\right\|_{C_{W h t}^{\gamma}}^{\gamma}\right)^{\gamma}\right)
$$

(iii) For any $f \in C_{W h t}^{\gamma+1}[B ; Z]$ with $y g_{1}, g_{2} \in C_{W h t}^{\gamma}[A ; Y]$

$$
\begin{equation*}
\left\|f \circ g_{1}-f \circ g_{2}-\left(\mathcal{W D} f \circ g_{2}\right)\left[g_{1}-g_{2}\right]\right\|_{C_{W h t}^{\gamma}} \leq C(e, f)\|f\|_{\mathbb{P}^{\gamma+1}}\left\|g_{1}-g_{2}\right\|_{C_{W h t}^{\gamma}}^{2} \tag{3.9}
\end{equation*}
$$

with $C(e, f)$ as above.

Remark 3.1.9. See [dlLO99] for a more detailed discussion of the regularity of the composition functional (although not done for Whitney differentiability).

If we work in with closed sets in finite dimensions, the extension theorems presented in Section 3.3 would allow us to trivially conclude that the composition of two $C_{W h t}^{\gamma}$ functions is again $C_{W h t}^{\gamma}$. However, as mentioned in Remark 3.1.4, we can use the definition of $C_{W h t}^{\gamma}(A, Y)$ to establish this in a more general setting. In the proof of the general case of Theorem 3.1.8, we use the following:

## Lemma 3.1.10. (Whitney Verification Lemma I)

Let $n<\eta \leq n+1, A \subseteq X, U \subseteq Y$ and $g_{i} \in C_{W h t}^{\eta-i}(A \times U, Y)$ for $0<i \leq n$ be given with

$$
g_{i}: A \times U \rightarrow U
$$

Given $f: A \rightarrow U$, define $f_{0}(x)=f(x)$ and $f_{i}(x)=g_{i}(x, f(x))$. If, for all $(x, y)=(x, f(x))$, one has

$$
\begin{equation*}
g_{i+1}(x, y)=\mathcal{W} \mathcal{D}_{x}\left(g_{i}(x, y)\right)+\mathcal{W} \mathcal{D}_{y}\left(g_{i}(x, y)\right)\left[-, g_{1}(x, y)\right] \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|f_{0}(x+\Delta)-f_{0}^{\leq n}(x ; \Delta)\right\|_{Y} \leq M\|\Delta\|_{X}^{\eta} \tag{3.11}
\end{equation*}
$$

for all $x, x+\Delta \in A$, then $f \in C_{W h t}^{\eta}(A, Y)$ with Whitney derivatives $f_{i}(x)=$ $g_{i}(x, f(x))$.

This lemma is useful independent of Theorem 3.1.8. It is used in Section 6.2 and Section 7.2 to establish the Whitney regularity of the implicit function. Also, note that this lemma establishes conditions under which the converse for Proposition 3.1.7 is true, i.e.:

Proposition 3.1.11. Given $n<\eta \leq n+1$ and a collection of functions $\left\{f_{i}\right\}_{i=0}^{n}$ with $f_{i} \in C_{W h t}^{\eta-i}\left(A, \operatorname{Sym}_{i}(X, Y)\right)$ for $0<i \leq n$ provided $f_{i+1}(x)=\mathcal{W D}_{x} f_{i}(x)$ for $0<i \leq n$, and (3.11) holds, then $f \in C_{W h t}^{\eta}(A, Y)$.

Proof. If take $g_{i}(x, y)=f_{i}(x)$ and apply Lemma 3.1.10.

The proofs of Lemma 3.1.10 and Theorem 3.1.8 are related in the following sense. To prove Theorem 3.1.8 for some $k<\gamma \leq k+1$ we use Lemma 3.1.10 for $\eta=k$. Likewise to prove Lemma 3.1.10 for $n<\eta \leq n+1$ we use Theorem 3.1.8 for $\gamma=\eta-1$. Thus, we give the proofs of Theorem 3.1.8 and Lemma 3.1.10 simultaneously.

## Proof of Theorem 3.1.8 and Lemma 3.1.10

We establish both results by induction. In the base cases $k=0$ in Theorem 3.1.8 and $n=0$ in Lemma 3.1.10 both results are immediate.

Assume that Theorem 3.1.8 and Lemma 3.1.10 hold for $n, k \leq N$. We will first establish Lemma 3.1.10 for $N+1<\eta \leq N+2$ and then use this to establish Theorem 3.1.8 for $N+1<\gamma \leq N+2$.

Establishing Lemma 3.1.10 for $N+1<\eta \leq N+2$ :
Let $f: A \rightarrow U$ and $g_{i} \in C_{W h t}^{\eta-i}(A \times U, Y), 0<i \leq N+1$ be given as in Lemma 3.1.10 for $N+1<\eta \leq N+2$. Note that the nature of the hypothesis in Lemma 3.1.10 allow us to use it to conclude that $f \in C_{W h t}^{N+1}(A, Y)$ with Whitney derivatives $f_{i}(x)=g_{i}(x, f(x))$ for $0<i \leq N$. For $0<i \leq N+1$, since $g_{i} \in C_{W h t}^{\eta-i}$ and $\eta-i \leq N+2-i \leq N+1$, by Theorem 3.1.8, we have that $f_{i}(x)=g_{i}(x, f(x))$ is $C_{W h t}^{\eta-i}$ for all $0<i \leq N+1$. Furthermore, for $0<i<N+1$ note the first Whitney derivative of $f_{i}(x)=g_{i}(x, f(x))$ will have the form

$$
\mathcal{W D}_{x} f_{i}(x)=\mathcal{W} \mathcal{D}_{x} g_{i}(x, f(x))+\mathcal{W D}_{y} g_{i}(x, g(x))\left[\mathcal{W} \mathcal{D}_{x} f(x)\right]
$$

Since $\mathcal{W} \mathcal{D}_{x} f(x)=g_{1}(x, f(x))$, applying (3.10) we get, for $0<i<N+1$

$$
\begin{equation*}
\mathcal{W} \mathcal{D}_{x} f_{i}(x)=f_{i+1}(x) \tag{3.12}
\end{equation*}
$$

By assumption we have (3.2) for $i=0$ For $0<i<N+1$ since $f_{i}(x)=$ $g_{i}(x, f(x))$ is $C_{W h t}^{\eta-i}$ with (3.12) the estimates (3.2) for $f_{i} \in C_{W h t}^{\eta-i}$ are exactly the estimates for $f_{0}$ we need to establish (3.2) for $0<i<N+1$. Finally, the fact that $f_{N+1}(x)=g_{N+1}(x, f(x))$ is $C_{W h t}^{\eta-(N+1)}$ is sufficient to establish (3.2) for $i=N+1$. This establishes Lemma 3.1.10 for $N+1<\eta \leq N+2$.

Establishing Theorem 3.1.8 for $N+1<\gamma \leq N+2$ :
As in Theorem 3.1.8 with $N+1<\gamma \leq N+2$, let $g \in C_{W h t}^{\gamma}(A, Y)$ with $(N+1)$ jet $\left\{g_{i}\right\}_{i=0}^{N+1}$ and $f \in C_{W h t}^{\gamma}(B, Z)$ with $(N+1)$-jet $\left\{f_{i}\right\}_{i=0}^{N+1}$ be given. For fixed
$x$, applying Proposition 2.2.5 we have $f \circ g=h=h_{0}^{\leq k}+h^{\geq \gamma} \in P^{\gamma}[C ; Z]$ with (2.20) giving us $h_{i}(x)$ as in (3.6). Estimates (3.7), (3.8) and (3.9) follow directly from (2.21), (2.23) and (2.25). Since $h^{\geq \gamma}(x)=O\left(x^{\gamma}\right)$, we also have (3.2) for $i=0$. Furthermore, since

$$
f_{i} \in C_{W h t}^{\gamma-i}\left(B, \operatorname{Sym}_{i}(Y, Z)\right) \quad \text { and } \quad g_{i} \in C_{W h t}^{\gamma-i}\left(C, \operatorname{Sym}_{i}(X, Y)\right)
$$

by Theorem 3.1.8 we, for $0<i \leq N$, the functions $h_{i}$ defined in (3.6) have $h_{i} \in C_{W h t}^{\gamma-i}\left(C, \operatorname{Sym}_{i}(X, Z)\right)$. To compute $\mathcal{W} \mathcal{D}_{x} h_{i} \in C_{W h t}^{\gamma-(i+1)}\left(C, \operatorname{Sym}_{i+1}(X, Z)\right)$ for $0 \leq i \leq N$, note that the Whitney derivatives computed by Theorem 3.1.8 will have the same form as in Theorem 2.1.14, and thus $\mathcal{W D}_{x} h_{i}(x)=h_{i+1}(x)$. Applying Lemma 3.1.10 with $N+1<\eta=\gamma \leq N+2$, we conclude $h=f \circ g \in$ $\left.C_{W h t}^{\gamma}(C, Z)\right)$.

This establishes Lemma 3.1.10 for $N+1<\eta \leq N+2$ and Theorem 3.1.8 for $N+1<\gamma \leq N+2$. Hence by induction we have Lemma 3.1.10 for every $n<\eta \leq n+1$ and Theorem 3.1.8 for every $k<\gamma \leq k+1$.

### 3.2 Conditions for uniqueness of Whitney derivatives

Remark 3.2.1. Note that the Whitney derivatives, $\left\{f_{i}\right\}_{i=0}^{k}$, need not be unique (for example, if $f: A=\{(x, 0)\} \subseteq \mathbb{R}^{2} \rightarrow \mathbb{R}$ then the Whitney partial derivative in the $y$ direction, $f_{y}$, is completely arbitrary). To avoid ambiguity, when speaking of $f \in C_{W h t}^{\gamma}(A, Y)$ we will usually consider a specific $k$-jet $\left\{f_{i}\right\}_{i=0}^{k}$. In this context, we use $\mathcal{W D}_{x}^{i} f(x)$ to refer to $f_{i}(x)$.

Remark 3.2.2. In some sense, Proposition 3.1 .5 and the example given in Remark 3.2.1 represent the extremes of density a about a point $x$ in A. Proposition 3.1.5 illustrates that given any $x \in A$, with enough points in $A$ close to $x$ the $f_{i}$ are unique. Furthermore, in this case one can obtain estimates (3.2) for $0<i \leq k$ from (3.2) with $i=0$. For intermediate cases of density a about a point $x$ in $A$ one can still obtain uniqueness (e.g. Proposition 3.2.3) as well as estimates (3.2) for $0<i \leq k$ from (3.2) with $i=0$ (e.g. Lemma 3.2.6).

Proposition 3.2.3. Given $f \in C_{W h t}^{\gamma}(A, Y)$, for any point $x \in A$ and $v \in X$, if for some $\sigma(t)$ with $\sigma(t) / t \rightarrow 0$ as $t \rightarrow 0$ the set

$$
\left\{t: x+t v+w(t) \in A,\|w(t)\|_{X} \leq \sigma(t)\right\}
$$

has 0 as an accumulation point then $f_{1}(x)[v]$ are unique.

Proof. If $f_{1}$ and $\tilde{f}_{1}$ are possible Whitney derivatives of $f$, note using (3.2) with $i=0$ we have

$$
f_{1}(x)[v]-\tilde{f}_{1}(x)[v]=\frac{\tilde{f}_{1}(x)[w(t)]-f_{1}(x)[w(t)]+O\left(\|t v+w(t)\|_{X}^{\min (2, \gamma-1)}\right)}{t}
$$

For small values of $t$ the RHS is arbitrarily small. Since the LHS does not depend on $t$ we have $f_{1}(x)[v]=\tilde{f}_{1}(x)[v]$.

Remark 3.2.4. Around a given point $x \in A$ one can formulate "higher order" density conditions on the set $A$, similar to those given in Proposition 3.2.3, which ensure additional uniqueness of $f_{i}(x)$. These "higher order" density conditions are related to the conditions for obtaining (3.2) for $0<i \leq k$ from (3.2) for $i=0$ (see Definition 3.2.5 and Lemma 3.2.6).

Definition 3.2.5. We say that a point $x \in A$ has the $\gamma$ density property, $k<\gamma \leq k+1$ if $x$ is a limit point of $A$ and there exists positive constants $\epsilon, M$ and $\lambda_{1}, \ldots, \lambda_{k}$ distinct such that for any $\|\Delta\|_{X} \leq \epsilon$ with $x+\Delta \in A$ and any $z$ with $\|z\|_{X}=\|\Delta\|_{X}$ one can find $w_{i} \in X, i=1, \ldots, k$, with $\left\|w_{i}\right\|_{X} \leq M\|\Delta\|_{X}^{\gamma}$ such that $x+\Delta+\lambda_{i} z+w_{i} \in A\left(\right.$ or $\left.x+\Delta-\lambda_{i} z+w_{i} \in A\right)$.

We say the set $A$ has the $\gamma$ density property if each $x \in A$ has the $\gamma$ density property for the same choice of $M$ and $\lambda_{1}, \ldots, \lambda_{k}$.

## Lemma 3.2.6. (Whitney Verification Lemma II)

Let $k<\gamma \leq k+1$, and assume $A \subseteq X$ has the $\gamma$ density property (see Definition 3.2.5 in Section 2.2). Let $f: A \rightarrow Y$ and

$$
f_{i}: A \rightarrow \operatorname{Sym}_{i}(X, Y) \text { for } 0 \leq i \leq k
$$

with $f=f_{0}$ and a positive constant $M$ such that for $0 \leq i \leq k$

$$
\left\|f_{i}(x)\right\|_{\mathrm{Sym}_{i}(X, Y)} \leq M
$$

If, for every $x, x+\Delta \in A$, one has

$$
\left\|f_{0}(x+\Delta)-f_{0}^{\leq k}(x ; \Delta)\right\|_{Y} \leq M\|\Delta\|_{X}^{\gamma}
$$

then in fact one has (3.2) for $0<i \leq k$ and hence $f$ is $C^{\gamma}$ Whitney in $A$ with Whitney derivatives $\left\{f_{i}\right\}_{i=0}^{k}$, i.e. $f \in C_{W h t}^{\gamma}(A, Y)$.

## Proof of Lemma 3.2.6

Following Converse Taylor Theorem (Theorem 3, p. 7 in [Nel69]), we proceed by induction on $i$. The base case of (3.2) for $i=0$ is assumed.

Assume that we have established (3.2) for $i \leq m-1<k$. To establish (3.2) for $i=m$, note that since $A$ has the $\gamma$ density property for any $x, \Delta$ and $z$ with $x, x+\Delta \in A$ and $\|z\|=\|\Delta\|$ we can find $w_{i}$ with $\left\|w_{i}\right\|_{X} \leq M\|\Delta\|_{X}^{\gamma}$ such that $x+\Delta+\lambda_{i} z+w_{i} \in A$ for $i=1, \ldots, k$ (or $x+\Delta-\lambda_{i} z+w_{i} \in A$ for $i=1, \ldots, k$, which can be though of as as a special case of the first with $-z$ in place of $z$ ). Using that (3.2) holds for $m-1$, note

$$
f_{m-1}\left(x+\Delta+\lambda_{i} z+w_{i}\right)=f_{m-1}^{k-m+1}\left(x+\Delta ; \lambda_{i} z\right)+O\left(\|\Delta\|_{X}^{\gamma-m+1}\right)
$$

and

$$
f_{m-1}\left(x+\Delta+\lambda_{i} z+w_{i}\right)=f_{m-1}^{k-m+1}\left(x ; \Delta+\lambda_{i} z\right)+O\left(\|\Delta\|_{X}^{\gamma-m+1}\right)
$$

hence after subtracting the two expressions and collecting the coefficients of $z$, we have

$$
\begin{equation*}
g_{m-1}(\Delta)+\cdots+\lambda_{i}^{k-m+1} g_{k}(\Delta)[z]^{\otimes k-m+1}=O\left(\|\Delta\|^{\gamma-m+1}\right) \tag{3.13}
\end{equation*}
$$

with

$$
\begin{equation*}
g_{j}(\Delta) \equiv \frac{f_{j}(x+\Delta)-f_{j}^{\leq k-j}(x ; \Delta)}{j!} \tag{3.14}
\end{equation*}
$$

Putting together (3.13) with the various $\lambda_{i}$ we have

$$
\left(\begin{array}{ccccc}
1 & \lambda_{1} & \lambda_{1}^{2} & \ldots & \lambda_{1}^{k-m+1} \\
1 & \lambda_{2} & \lambda_{2}^{2} & \ldots & \lambda_{2}^{k-m+1} \\
1 & \vdots & \vdots & \ddots & \vdots \\
1 & \lambda_{k-m} & \lambda_{k-m}^{2} & \ldots & \lambda_{k-m}^{k-m+1}
\end{array}\right)\left(\begin{array}{c}
g_{m-1}(\Delta) \\
g_{m}(\Delta)[z] \\
\vdots \\
g_{k}(\Delta)[z]^{\otimes k-m+1}
\end{array}\right)=\left(\begin{array}{c}
O\left(\|\Delta\|^{\gamma-m+1}\right) \\
O\left(\|\Delta\|^{\gamma-m+1}\right) \\
\vdots \\
O\left(\|\Delta\|^{\gamma-m+1}\right)
\end{array}\right)
$$

This matrix is a Vandermonde matrix and since the $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{k-m}$ are distinct, it can be inverted this matrix. Furthermore, since $\lambda_{i}$ are fixed, the norm
of the inverse matrix is bounded. From this, we obtain

$$
g_{m}(\Delta)[z]=O\left(\|\Delta\|^{\gamma-m+1}\right)
$$

and since this hold for every $z$ with $\|z\|_{X}=\|\Delta\|_{X}$ we get

$$
f_{m}(x+\Delta)-f_{m}^{\leq k-j}(x ; \Delta)=O\left(\|\Delta\|^{\gamma-m}\right)
$$

This holds for any any $x, x+\Delta \in A$, hence we have established (3.2) for $i=m$. This completes the induction and establishes (3.2) for $0 \leq i \leq k$.

### 3.3 Extension theorems

Proposition 3.1.5 illustrates that, restricted to the interior of $A$, the notion of Whitney regularity coincides with the classical notions of regularity. If $A$ is finite dimensional, this correspondence with the classical notions of regularity extends to a neighborhood of $A$. In particular, we have the following powerful and important result:

## Theorem 3.3.1. (Whitney Extension Theorem)

Let $k \in \mathbb{Z}^{+}, k<\gamma \leq k+1$ and $A$ a closed subset of $\mathbb{R}^{n}$. Then there is a continuous linear mapping

$$
\mathcal{E}_{k}: C_{W h t}^{\gamma}(A, Y) \rightarrow C_{W h t}^{\gamma}(X, Y)=C^{\gamma}(X, Y)=\Lambda_{\gamma}(X, Y)
$$

such that:
(i) $\left[\mathcal{E}_{k} f\right](x)=f(x)$ for all $x \in A$.
(ii) $D^{i}\left[\mathcal{E}_{k} f\right](x)=f_{i}(x)$ for $i \leq k$ and $x \in A$
(iii) The operator norm of $\mathcal{E}_{k}$ is independent of the set $A$.

Alternatively, using the extension described by Whitney in [Whi34], we have the following. Given $f \in C_{W h t}^{\gamma}(A, Y)$ (or $f$ of class $C^{k}$ in $A$, see Remark 3.1.2; here $k=\infty$ is also permissible) we can find a function $F(x)$ of class $C^{k}$ in $\mathbb{R}^{n}$ such that:
(I) $F(x)=f(x)$ for all $x \in A$.
(II) $D_{i} F(x)=f_{i}(x)$ for all $i \leq k$ and $x \in A$.
(III) $F(x)$ is analytic for $x \in \mathbb{R}^{n}-A$.

Proof. For the case $Y=\mathbb{R}$ see Theorem 4 on p. 177 of [Ste70] (note (ii) follows from 2.3.2 a' on p. 187) and Theorem I in [Whi34]. Given $Y$ any other Banach space, these same constructions and estimates can be followed.

Remark 3.3.2. The key ingredient of the proof of the extension theorems in [Ste70] and [Whi34] is to obtain a decomposition of $X-A$ into cubes whose size is comparable with the distance to the boundary of $A$. This is accomplished in finite dimensions using a Calderon-Zygmund decomposition. However, in an infinite dimensional Banach space it is not clear when such a good decomposition exists (see Chapter V of [KM97] for a discussion of Whitney Extension Theorems in more general settings).

## Chapter 4

## Abstract Setup

In this chapter, we describe the general setup in which we will work. As in [Zeh75], we consider two types of one parameter families of Banach spaces, $X_{\sigma}$, which are abstractions of spaces of analytic functions, and $X_{0}^{\ell}$, which are abstractions of the usual spaces of $C^{r}$ functions for $\ell=r \notin \mathbb{Z}$. In this abstract setting, the "smooth" $X_{0}^{q}$ spaces are obtained as subsets of $X_{0}$ described by their approximation properties in $X_{\sigma}$ (see Definition 4.1.4). Smoothing operators (see Definition 4.1.9 and 4.1.13) which can be sued to explicitly construct approximations in $X_{\sigma}$ also play an important role. The complete presentation of the one-parameter families of Banach spaces, the construction of these "approximation spaces" and the definition of the "smoothing operators" can be found in Section 4.1.

Using these one parameter families of Banach spaces, as in [Zeh75] we consider functionals $\mathcal{F}=\mathcal{F}(x, y)$ of two variables, $x$ (which we think of as the independent variable) and $y$ (which we think of as the dependent variable). To solve the implicit equation $\mathcal{F}(x, g(x))=0$ locally near some $\left(x_{0}, y_{0}\right)$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$, we require the functional $\mathcal{F}$ satisfy several hypothesis. Informally, we will assume:

1. $\mathcal{F}$ is continuous in $x$ and $y$ and differentiable with respect to $y$ (see conditions (F.A0) and (F.A1) in Section 4.3).
2. On some set $\mathcal{C} \times V$ the differential of $\mathcal{F}$ with respect to $y$ has an approximate right inverse (see condition (F.A2) in Section 4.3). As in [Zeh75], this approximate right inverse, while not bounded when viewed as a mapping between spaces at the same scale, becomes bounded when viewed as a mapping between spaces at different scale (see Remark 4.0.3). These bounds must satisfy certain quantitative estimates (namely the BrjunoRüssmann condition discuss in Section 4.2).

Under these hypothesis (which are described in detail in Section 4.3), the local existence of a solution $g$ to the implicit equation $\mathcal{F}(x, g(x))=0$ follows for $x \in \mathcal{C}$ near any $\left(x_{0}, y_{0}\right)$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$ (see Corollary 6.1.2 and Corollary 7.1.3). Under some additional hypothesis on $\mathcal{F}$ and $R$ (see (F.W1), (F.W2) in Section 4.3) we can further establish the Whitney regularity with respect to parameters of the implicit function $g$ (see Remark 4.0.3 for the terminology "regularity with respect to parameters,"; for the results see Theorems 6.2.1, 6.2.3, 7.2.1 and 7.2.2).

The main differences between the hypotheses used in this work and those found in [Zeh75] are:

1. We only require an approximate right inverse when the $x$ variable ranges over a not-necessarily-open-set (see (F.A2) in Section 4.3).
2. We require weaker quantitative estimates on the bounds for the quadratic remainder and approximate right inverse (in applications, this in turn allows us to consider weaker "Diophantine" conditions). Specifically, we require $\Omega_{Q}, \Omega_{R}$ and $\Omega_{A}$, satisfy the Brjuno-Rüssmann condition discuss in Section 4.2 (see (F.A1) and (F.A2) in Section 4.3).
3. In the smooth setting (i.e. $X_{0}^{q} \times Y_{0}^{q}$, see Definition 4.1.4) we eliminate the requirement that approximate solutions are analytic (i.e. they lie in $X_{\sigma} \times$ $\left.Y_{\sigma}\right)$. Instead, we require an additional compatibility condition between the functional and the smoothing operators (see (F.S4) in Section 4.3 and Theorem 7.1.1).

Remark 4.0.3. Some remarks about terminology are in order.
In the applications we consider, the one parameter families $X_{\sigma}$ and $X_{0}^{q}$ are often spaces of functions with the scale parameters $\sigma$ and $q$ measuring their regularity (for analytic functions the $\sigma$ measures the domain of analyticity). Furthermore, in these applications various linear operators (such as differentials of the functional and the corresponding approximate inverses) have the property that they are bounded when mapping a space at one scale into a space at a different scale. That is, if $L$ is the linear operator under consideration, we would have $L: X_{\sigma} \rightarrow Y_{\sigma^{\prime}}$ bounded only for $0 \leq \sigma^{\prime}<\sigma \leq 1$. Due to this association of the scale parameter with regularity, this phenomena is referred to as a "loss of regularity/smoothness" or, in the analytic case, as "loss of domain."

While thinking of $\sigma$ as a regularity parameter is natural, it can become very confusing since we also consider the regularity of functionals acting between these spaces of functions. To illustrate, consider $f: X_{\sigma} \rightarrow Y_{\tau}$ for some fixed $\sigma$ and $\tau$. We can think of $\sigma$ and $\tau$ as measuring the regularity of the functions $x \in X_{\sigma}$ and $f(x) \in Y_{\tau}$, but we also want to consider the regularity of the functional $f$ as a map between the Banach spaces $X_{\sigma}$ and $Y_{\tau}$.

When referring to a particular Banach space in the one parameter family $X_{\sigma}$ or $X_{0}^{q}$, i.e. fixing $\sigma$ or $q$, we will avoid referring to $\sigma$ or $q$ in terms of regularity and speak of the space at a given"scale." Whenever referring to regularity of a functional acting between one parameter family of Banach spaces, such as the regularity of the functional $f$ as a map between the Banach spaces $X_{\sigma}$ and $Y_{\tau}$ above, we will speak of "regularity with respect to parameters."

Remark 4.0.4. When working in one parameter families of Banach spaces, we often are able to gain desirable properties, such as continuity, differentiability or inverses (see (FA.0), (F.A1), (F.A2) in section 4.3) by sacrificing some arbitrary amount of scale. In addition to the semantic issues described in Remark 4.0.3, this arbitrary loss of scale can cause a fair amount of difficulty with overly burdensome notation.

For example, in Chapter 5, we use an iterative definition to obtain the coefficients of a polynomial approximate solution. Each step in the iteration uses an (unbounded) inverse (see (F.P2) in section 4.3) and thus at each step we have to loose an arbitrary amount of scale. The overall domain loss can still be arbitrary. Provided the iterative process was only repeated a finite number
of times, when we compute estimates we can simply assume the loss at each step was $\left(\sigma-\sigma^{\prime}\right) / n$ with $\left(\sigma-\sigma^{\prime}\right)$ being the overall loss. However, when we have an infinite number of steps (such as in the modified Newton method used in the proof of Theorem 6.1.1) significantly more care must be taken with the domain loss and estimates at each stage.

### 4.1 Scales of spaces, the $X_{0}^{q}$ spaces and $C^{\omega}$ smoothing

Following [Zeh75], let $X_{\sigma}, Y_{\sigma}$ and $Z_{\sigma}$ be three one parameter families of Banach spaces indexed by $\sigma$ with $0 \leq \sigma \leq 1$, such that for $0 \leq \sigma^{\prime}<\sigma \leq 1$ one has

$$
\begin{equation*}
X_{0} \supseteq X_{\sigma^{\prime}} \supseteq X_{\sigma} \supseteq X_{1} \tag{4.1}
\end{equation*}
$$

and the inclusion of $X_{\sigma}$ into $X_{\sigma^{\prime}}$ is a bounded linear operator with operator norm $\leq 1$, i.e.

$$
\begin{equation*}
\|x\|_{X_{\sigma^{\prime}}} \leq\|x\|_{X_{\sigma}} \tag{4.2}
\end{equation*}
$$

for all $x \in X_{\sigma}$ (analogously for $Y_{\sigma}$ and $Z_{\sigma}$ ).

Remark 4.1.1. Note that re-parameterizing the scale parameter $\sigma$, i.e. taking $\phi$ to be an increasing function with $\phi(0)=0$ and $\phi(1)=1$, the one parameter family of Banach spaces $\mathbf{X}_{\sigma}=X_{\phi(\sigma)}$ also satisfies (4.1) and (4.2). (To keep the approximation spaces $X_{0}^{q}$, described in Definition 4.1.4, from (drastically) changing, we will require the re-parameterization $\phi$ to be sufficiently "tame," e.g. there exists $\epsilon>0$ so that $\epsilon s \leq \phi(s) \leq s / \epsilon$ for s sufficiently small. See Remark 4.1.6.)

Given any interval $[a, b]$ re-parameterizing $\sigma$ in the same manner, i.e. $\phi$ increasing with $\phi(a)=0$ and $\phi(b)=1$, the one parameter family of Banach spaces $\mathbf{X}_{\sigma}=X_{\phi(\sigma)}$ again satisfies (4.1) and (4.2). We consider $[0,1]$ simply to keep our notation from becoming overly complicated.

Remarks 4.1.6, 4.1.11, 4.2.3, and 4.3.11 discuss re-parameterizing the scale parameter. In particular, affine re-parameterizations have little effect.

Remark 4.1.2. The interested reader is invited to compare this setup with the "tame Frechet space" of [Ham82]. In particular, how does the completion of the tame semi-norms of Hamilton differ from the one parameter families $X_{\sigma}$ or the approximation space $X_{0}^{q}$ discuss in Definition 4.1.4 (see Question 1 in Appendix A)?

Example 4.1.3. In Section 8.2, we define the one parameter family, $X_{\sigma}=$ $A\left(r \sigma, C^{m}\right)$, of real holomorphic functions on complex neighborhoods of $\mathbb{T}^{n}$. This is an important examples of a one parameter Banach space satisfying (4.1) and (4.2) and they play a key role in the study of torus diffeomorphisms.

While the Banach spaces $X_{\sigma}$ for $\sigma>0$ often consist of analytic functions, $X_{0}$ may consist of functions with finite differentiability (e.g. $C^{m}$ ). The transition from analytic functions to finitely differentiable functions overlooks a large continuum of intermediate scales (e.g. spaces of functions with higher (finite) regularity). Some of the intermediate scales can be recovered by constructing an intermediate one parameter family of Banach spaces, which we will denoted by $X_{0}^{q}$ for $q>0$, that lies between $X_{0}$ and $X_{\sigma}$.

Definition 4.1.4. Define the approximation space $X_{0}^{q}$ for $q>0$ as follows: $x \in X_{0}$ lies in $X_{0}^{q}$ if there exists a sequence $x_{j} \in X_{2^{-j}}$ with $x_{0}=0$,

$$
\left[\left(x_{j}\right)\right] \equiv \sup _{j}\left\{2^{q j}\left\|x_{j}-x_{j-1}\right\|_{X_{2-j}}\right\}<\infty
$$

and $x_{j} \rightarrow x$ in $X_{0}$. Taking

$$
\|x\|_{X_{0}^{q}} \equiv \inf \left\{\begin{array}{l|l}
{\left[\left(x_{j}\right)\right]} & \begin{array}{l}
x_{j} \in X_{2^{-j}}, x_{0}=0 \\
\text { and } x_{j} \rightarrow x \text { in } X_{0}
\end{array}
\end{array}\right\}
$$

gives one a norm on $X_{0}^{q}$ which makes $X_{0}^{q}$ into a Banach space (for proof see Lemma 1.1 in [Zeh75]).

Remark 4.1.5. As with $X_{\sigma}$, the norms $\|\cdot\|_{X_{0}^{q}}$ satisfy $\|x\|_{X_{0}^{q^{\prime}}} \leq\|x\|_{X_{0}^{q}}$ for $0<q^{\prime}<q<\infty$ so with $0<\sigma \leq 1$ one has

$$
X_{0} \supseteq X_{0}^{q^{\prime}} \supseteq X_{0}^{q} \supseteq X_{0}^{\infty} \equiv\left(\bigcap_{s>0} X_{0}^{s}\right) \supseteq X_{\sigma} \supseteq X_{1}
$$

[An interesting question is if one has an abstract version of the Arzela-Ascoli in $X_{0}^{q}$, i.e. is the embedding of $X_{0}^{q+m}$ into $X_{0}^{q}$ is compact? See 2 in Appendix A. $]$

Remark 4.1.6. Note that if $\phi$, an increasing function with $\phi(0)=0$ and $\phi(1)=1$, is used to re-parameterize $\mathbf{X}_{\sigma}=X_{\phi(\sigma)}$ as described in Remark 4.1.1, then given some "tameness" conditions on $\phi$, e.g. there exists $\epsilon>0$ so that $\epsilon s \leq \phi(s) \leq s / \epsilon$ for s sufficiently small, we have $\mathbf{X}_{0}^{q}=X_{0}^{q}$.

Remark 4.1.7. If the Banach spaces $X_{\sigma}$ are all Banach algebras under multiplication, so that $\|a b\|_{X_{\sigma}} \leq\|a\|_{X_{\sigma}}\|b\|_{X_{\sigma}}$, then $X_{0}^{q}$ will also be a Banach algebra under multiplication.

Example 4.1.8. For $X_{\sigma}=A\left(r \sigma, C^{m}\right)$ as in Example 4.1.3 the spaces $X_{0}^{q}$ can be explicitly computed. In particular $X_{0}^{q}=C^{q}$ for $q \notin \mathbb{Z}$ while $X_{0}^{q}=\hat{C}^{q}$ for $q \notin \mathbb{Z}$ where $C^{q}$ are the usual spaces of Hölder functions and $\hat{C}^{q}$ (also denoted $\Lambda_{q}$ ) are functions satisfying a Zygmund condition. See Section 8.2 for definitions of $C^{q}, \hat{C}^{q}, A\left(r \sigma, C^{m}\right)$ and other details.

The spaces $X_{0}^{q}$ are defined as subspaces of $X_{0}$ through approximation properties and thus it is natural to define an operator which allows one to approximate any element of $X_{0}^{q}$ by elements in $X_{\sigma}$.

Definition 4.1.9. Let $X_{\sigma}, 0 \leq \sigma \leq 1$, and $X_{0}^{q}, 0<q$, be two one parameter families of Banach spaces such that:

1. For $0 \leq \sigma^{\prime} \leq \sigma \leq 1$ one has $X_{\sigma^{\prime}} \supseteq X_{\sigma}$ with $\|x\|_{X_{\sigma^{\prime}}} \leq\|x\|_{X_{\sigma}}$
2. For $0 \leq q^{\prime} \leq q$ one has $X_{0}^{q^{\prime}} \supseteq X_{0}^{q}$ with $\|x\|_{X_{0}^{q^{\prime}}} \leq\|x\|_{X_{0}^{q}}$.

An analytic smoothing in the family $X_{\sigma}$ with respect to $X_{0}^{q}$ is a family $\left\{S_{t}\right\}_{t \geq 0}$ of linear operators $S_{t}: X_{0} \rightarrow X_{1}$ together with constants $k(q)>0$ for every $0<q<\infty$ satisfying the following three conditions:

$$
\begin{array}{ll}
\lim _{t \rightarrow \infty}\left\|\left(S_{t}-I\right)[v]\right\|_{X_{0}}=0 & \text { for } v \in X_{0} \\
\left\|S_{t}[v]\right\|_{X_{t^{-1}}} \leq k(q)\|v\|_{X_{0}^{q}} & \text { for } v \in X_{0}^{q}, t \geq 1 \\
\left\|\left(S_{\tau}-S_{t}\right)[v]\right\|_{X_{\tau^{-1}}} \leq t^{-q} k(q)\|v\|_{X_{0}^{q}} & \text { for } v \in X_{0}^{q}, \tau \geq t \geq 1 \tag{4.5}
\end{array}
$$

Remark 4.1.10. In Definition 4.1.9, the one parameter family $X_{0}^{q}$ does not need to be the approximation spaces of $X_{\sigma}$ as described in Definition 4.1.4. This said, throughout the rest of this paper, unless explicitly stated, $X_{0}^{q}$ will always represent the approximation spaces of $X_{\sigma}$ as described in Definition 4.1.4. But note that even when $X_{0}^{q}$ is an approximation space of $X_{\sigma}$ as described in Definition 4.1.4, analytic smoothing in $X_{\sigma}$ with respect to $X_{0}^{q}$ is not guaranteed. One must explicitly exhibit such smoothing.

Remark 4.1.11. Note given $\phi$ increasing with $\phi(a)=0$ and $\phi(b)=1$ is used to re-parameterize the scale parameter $\sigma$, if $\phi$ is sufficiently "tame," e.g. there exists $\epsilon>0$ so that $\epsilon s \leq \phi(s) \leq s / \epsilon$ for $s$ sufficiently small, then analytic smoothing in $X_{\sigma}$ carries over to analytic smoothing in $\mathbf{X}_{\sigma}=X_{\phi(\sigma)}$.

Example 4.1.12. For $X_{\sigma}=A\left(r \sigma, C^{m}\right)$ as in Example 4.1.3 and $X_{0}^{q}=C^{q}$ or $\hat{C}^{q}$ as in Example 4.1.8 there exists an analytic smoothing $S_{t}$ in $X_{\sigma}$ with respect to $X_{0}^{q}$. The smoothing operator $S_{t}$ is a convolution operator with $S_{t} u=s_{t} * u$, $s_{t}(z)=t s(t z)$ and $s(\cdot)$ an entire real holomorphic function. See Section 8.6 for details.

The smoothing given in Definition 4.1.9 intertwines two one parameter family of Banach spaces. There are simpler types of smoothing operators, e.g. $C^{\infty}$ smoothing described below, which are defined for a single one parameter family of Banach spaces.

Definition 4.1.13. Let $X_{0}^{q}$ be a one parameter family of Banach spaces with
$0 \leq q<\infty$ such that for $0 \leq q^{\prime} \leq q<\infty$ one has

$$
X_{0} \equiv X_{0} \supseteq X_{0}^{q^{\prime}} \supseteq X_{0}^{q} \supseteq X_{0}^{\infty} \equiv \bigcap_{s>0} X_{0}^{s}
$$

with $\|x\|_{X_{0}^{q^{\prime}}} \leq\|x\|_{X_{0}^{q}}$ for all $x \in X_{0}^{q}$. A $C^{\infty}$-smoothing in the family $X_{0}^{q}$ is a family $\left\{S_{t}\right\}_{t \geq 0}$ of linear operators $S_{t}: X_{0} \rightarrow X_{0}^{\infty}$ together with constants $C(q, m)>0$ for every $0<q, m<\infty$ satisfying the following three conditions:

$$
\begin{array}{ll}
\lim _{t \rightarrow \infty}\left\|\left(S_{t}-I\right)[v]\right\|_{X_{0}}=0 & \text { for } v \in X_{0} \\
\left\|S_{t}[v]\right\|_{X_{0}^{m}} \leq t^{(m-q)} C(q, m)\|v\|_{X_{0}^{q}} & \text { for } v \in X_{0}^{q}, 0 \leq q \leq m, t \geq 1 \\
\left\|\left(S_{t}-I\right)[v]\right\|_{X_{0}^{q}} \leq t^{-(m-q)} C(q, m)\|v\|_{X_{0}^{m}} & \text { for } v \in X_{0}^{m}, 0 \leq q \leq m, t \geq 1 \tag{4.8}
\end{array}
$$

Example 4.1.14. The analytic smoothing $S_{t}$ in $X_{\sigma}=A\left(r \sigma, C^{m}\right)$ with respect to $X_{0}^{q}=C^{q}$ or $\hat{C}^{q}$ discuss in Example 4.1.12 is also $C^{\infty}$ smoothing when restricted to $X_{0}^{q}=C^{q}$ or $\hat{C}^{q}$. This concrete smoothing also satisfies a number of other useful estimates, see Sections 8.6 and 8.7 in Chapter 8.

Remark 4.1.15. The interested reader is invited to consider question 3 in Appendix A which asks if it is true in the abstract setting if the restriction of analytic smoothing to the family $X_{0}^{q}$ always gives a $C^{\infty}$ smoothing.

Remark 4.1.16. Analytic smoothing and $C^{\infty}$ smoothing have several useful consequences.

1. Conditions (4.3) and (4.6) imply $X_{1}$ and $X_{0}^{\infty}$ are dense in $X_{0}$.
2. The following interpolation inequalities hold: for $0 \leq r \leq t$ and $0<\mu<$ 1 , with $s=\mu r+(1-\mu) t$, there exists a positive constant $M_{r, s, t}$ such that

$$
\|x\|_{X_{0}^{s}} \leq M_{r, s, t}\|x\|_{X_{0}^{r}}^{\mu}\|x\|_{X_{0}^{t}}^{(1-\mu)}
$$

for every $x \in X_{0}^{t}$.
3. In the case of analytic smoothing, the interpolation inequalities correspond to the "three line theorem."
4. For certain one parameter families of Banach spaces it is know that interpolation estimates do not exists and as a result these one parameter families of Banach spaces do not have $C^{\infty}$ smoothing (see [dlLO99] for a further discussion).
5. See [Zeh75], [Had98] and [Kol49] for these and other results.

It is also useful to consider how the smoothing operator $S_{t}$ acts on certain subsets $\mathcal{C}_{0} \subseteq X_{0}$.

Definition 4.1.17. Given analytic smoothing $S_{t}$ in $X_{\sigma}$ with respect to $X_{0}^{q}$ and a subset $\mathcal{C}_{0} \subseteq X_{0}$ we say that $S_{t}$ is $\mathcal{C}_{0}$-invariant if for every $\bar{x} \in \mathcal{C}_{0}$ there exists positive constants $r$ and $T_{0}$ such that for all $x \in \mathcal{C}_{0}$ with $\|x-\bar{x}\|_{X_{0}}<r$ and all $t \geq T_{0}$ one has $S_{t}[x] \in \mathcal{C}_{1} \equiv \mathcal{C}_{0} \cap X_{1}$.

Example 4.1.18. The motivating example for Definition 4.1.17 is when the set $\mathcal{C}_{0}$ has the form $A \cap B$ where $A$ is invariant under $S_{t}$, i.e. $S_{t} A \subseteq A$, and $B$ is
an open set. In this case, given $\bar{x} \in \mathcal{C}_{0}$ there is an $\delta>0$ so that $B_{0}(\bar{x}, \delta) \subseteq B$. Given $\delta^{*}<\delta$ and taking $r<\delta^{*} / k(0)$, for all $x$ with $\|x-\bar{x}\|_{X_{0}}<r$ one has

$$
\left\|S_{t}[x-\bar{x}]\right\|_{X_{0}} \leq k(0)\|x-\bar{x}\|_{X_{0}}<\delta^{*}
$$

Also, since $S_{t}[\bar{x}] \rightarrow \bar{x}$ in $X_{0}$ there is a $T_{0}$ such that for all $t \geq T_{0}$,

$$
\left\|S_{t}[\bar{x}]-\bar{x}\right\|_{X_{0}} \leq\left(\delta-\delta^{*}\right)
$$

and thus

$$
\left\|S_{t}[x]-\bar{x}\right\|_{X_{0}} \leq \delta^{*}+\left(\delta-\delta^{*}\right)=\delta
$$

so $S_{t}[x] \in B_{0}(\bar{x}, \delta) \subseteq B$ and since $S_{t}\left[x^{*}\right] \in A$, we have $S_{t}[x] \in A \cap B=\mathcal{C}_{0}$ for all $t \geq T_{0}$.

### 4.2 The Brjuno-Rüssmann condition

In this section we define the Brjuno-Rüssmann condition and explore some of its consequences. Informally, the Brjuno-Rüssmann condition is, in some sense, the optimal condition for obtaining convergence of the modified Newton iteration scheme introduced in Section 6.1. Motivated by [Rüs75] and especially [Rüs80] (and related to conditions obtained by different methods with different motivation in [Brj71] and [Brj72]) we define the BrjunoRüssmann growth condition as follows:

Definition 4.2.1. Let $\Omega:(0,1] \rightarrow[1, \infty)$ be a decreasing function. The function $\Omega$ satisfies the Brjuno-Rüssmann condition provided there exists a
sequence $\left\{\delta_{n}\right\}_{n=0}^{\infty}$ of positive numbers less than 1 with $\sum_{i=0}^{\infty} \delta_{i}<\infty$ so that

$$
\begin{equation*}
\sum_{i=0}^{\infty} 2^{-(i+1)} \log \left(\Omega\left(\delta_{i}\right)\right)<\infty \tag{4.9}
\end{equation*}
$$

Several observations are in order.

Proposition 4.2.2. Given a finite collection of functions each satisfying the Brjuno-Rüssmann condition, without loss of generality one can use the same sequence $\left\{\delta_{n}\right\}_{n=0}^{\infty}$ for condition (4.9).

Proof. Note that if $\Omega_{\alpha}$ and $\Omega_{\beta}$ satisfy condition (4.9) on the sequences $\left\{\left(\delta_{\alpha}\right)_{n}\right\}$ and $\left\{\left(\delta_{\beta}\right)_{n}\right\}$ respectively, then they also satisfy condition (4.9) on the sequence $\left\{\delta_{n}\right\}=\left\{\max \left(\left(\delta_{\alpha}\right)_{n},\left(\delta_{\beta}\right)_{n}\right)\right\}$.

Remark 4.2.3. Note given $\phi$ a re-parameterization as described in Remarks 4.1.1, 4.1.6, 4.1.11 and 4.2.3, if $\phi$ has the property that $\sum_{i=0}^{\infty} \delta_{n}<\infty$ if and only if $\sum_{i=0}^{\infty} \phi\left(\delta_{n}\right)<\infty$, e.g. there exists $\epsilon>0$ so that $\epsilon s \leq \phi(s) \leq s / \epsilon$ for s sufficiently small, then the Brjuno-Rüssmann condition is invariant under this re-parameterization, i.e. $\Omega$ satisfies the Brjuno-Rüssmann condition if and only if $\Omega \circ \phi$ satisfies the Brjuno-Rüssmann condition.

The terms $\delta_{n}$ in the sequence $\left\{\delta_{n}\right\}_{n=0}^{\infty}$ arising in Definition 4.2.1 are related to the loss of smoothness/domain at each step of the modified Newton method introduced in Section 6.1 and thus the sum $\sum_{i=0}^{\infty} \delta_{i}$ is related to the total loss of smoothness/domain.

Proposition 4.2.4. Given any $\epsilon>0$ one can assume that the value of the sum $\sum_{i=0}^{\infty} \delta_{i}$ arising in Definition 4.2.1 is less than $\epsilon$.

Proof. Discarding the first $k$ terms from the sequence $\left\{\delta_{n}\right\}_{n=0}^{\infty}$ and re-indexing ensures $\sum_{i=0}^{\infty} \delta_{i}<\epsilon$ while $\sum_{i=0}^{\infty} 2^{-(i+1)} \log \left(\Omega\left(\delta_{i}\right)\right)$ will increase by a factor of $2^{k}$ but remain finite.

In Section 7.1, we use approximation to obtain smooth (i.e. $X_{0}^{q} \times Y_{0}^{q}$ ) existence. The interplay between the sum $\sum_{i=0}^{\infty} \delta_{i}$ (i.e. the domain loss) and the sum in (4.9) plays a key role. Motivated by this we make the following:

Definition 4.2.5. Given $\Omega:(0,1] \rightarrow[1, \infty)$ a decreasing function satisfying the Brjuno-Rüssmann condition define $\Psi_{\Omega}(\epsilon)$ to be any function such that

$$
\begin{equation*}
\min \left\{\sum_{i=0}^{\infty} 2^{-(i+1)} \log \left(\Omega\left(\delta_{i}\right)\right) \mid \sum_{i=0}^{\infty} \delta_{i}<\epsilon\right\} \leq \log \left(\Psi_{\Omega}(\epsilon)\right) \tag{4.10}
\end{equation*}
$$

Note that Proposition 4.2.4 guarantees one can choose $\Psi_{\Omega}(\epsilon)<\infty$.
We now give two important examples of functions which satisfy the Brjuno-Rüssmann condition given in Definition 4.2.1 above.

Definition 4.2.6. Let $\Upsilon:(1, \infty) \rightarrow(1, \infty)$ be an increasing function. If $\Upsilon$ satisfies
i) $\frac{1}{n} \log \Upsilon(n)$ is decreasing (or $\log \Upsilon(n)$ is convex)
ii) $\sum_{n=1}^{\infty} \frac{1}{n^{2}} \log \Upsilon(n)<\infty$

$$
\left.i i^{\prime}\right) \sum_{n=0}^{\infty} \frac{1}{2^{n}} \log \Upsilon\left(2^{n}\right)<\infty
$$

we say that $\Upsilon$ is a Rüssmann Modulus.

Note that given i), conditions ii) and ii') are equivalent (by the Cauchy condensation theorem).

Example 4.2.7. Note that for $c>0, \nu>0$ the function $\Upsilon(r)=c r^{\nu}$ is a Rüssmann Modulus.

Example 4.2.8. Given $\Upsilon$ a Rüssmann Modulus, define

$$
\begin{equation*}
\Omega_{\Upsilon}(s)=\sum_{n=1}^{\infty} \Upsilon(n) e^{-n s} \tag{4.11}
\end{equation*}
$$

and

$$
\delta_{n}=\frac{1}{2^{n}} \log \left(2 \Upsilon\left(2^{n}\right)\right)
$$

Note that

$$
\begin{equation*}
\sigma=\sum_{n} \delta_{n}<\infty \tag{4.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=0}^{\infty} 2^{-(i+1)} \log \left(\Omega_{\Upsilon}\left(\delta_{i}\right)\right)<\infty \tag{4.13}
\end{equation*}
$$

so the function $\Omega_{\Upsilon}$ satisfies the Brjuno-Rüssmann given in Definition 4.2.1. For proof of (4.12) and (4.13) see Lemma 1 in [Rüs80]. Also see Remark 4.2.10.

When considering the small divisor problems (see Section 8.5) that arises when constructing the approximate right inverse $R$, we can impose a

Diophantine type condition in which the usual power law is replaced with a Rüssmann Modulus $\Upsilon$. The resulting operator norm of the small divisor operator as the form of $\Omega_{\Upsilon}$ as defined in Example 4.2.8. If $\Upsilon$ has the same form as Example 4.2.7, then $\Omega_{\Upsilon}$ has the following simple form:

Example 4.2.9. Let $A, \alpha$ and $\sigma$ be positive constants with $A \geq 1$ and $0<$ $\sigma \leq 1$. The function $\Omega(s) \equiv A s^{-\alpha}$ satisfies the Brjuno-Rüssmann condition on $\delta_{n} \equiv 2^{-n}$. Furthermore, there exists a positive constant $C$ such that $\Psi_{\Omega}(\epsilon)$ as defined in (4.10) satisfies $\Psi_{\Omega}(\epsilon) \leq C \epsilon^{-\alpha}$.

Remark 4.2.10. A key property of Example 4.2.9 above is the fact that:

There exists $\alpha>0$ such that $\Psi_{\Omega}(s) \leq C s^{-\alpha}$.

This plays a key role in obtaining existence in the smooth case (i.e. $X_{0}^{q} \times Y_{0}^{q}$ ) in Section 7.1. Question 4 in Appendix $A$ asks what reasonable hypothesis can be placed on $\Upsilon$ to guarantee (4.14) for $\Psi_{\Omega_{\Upsilon}}$ as defined in Example 4.2.8.

In the proof of Theorem 6.1.1 in Section 6.1 we obtain estimates of the form

$$
\begin{equation*}
\epsilon_{n+1} \leq C(n) \epsilon_{n}^{2} \tag{4.15}
\end{equation*}
$$

where $C(n) \geq 1$ is built of from $\Omega_{Q}, \Omega_{R}$ and $\Omega_{A}$ (see 6.14). Iterating (4.15) one obtains

$$
\begin{equation*}
\epsilon_{n+1} \leq C(n) C(n-1)^{2} \cdots C(0)^{2^{n}} \epsilon_{0}^{2^{n+1}} \tag{4.16}
\end{equation*}
$$

as the sharp upper bound for sequences $\left\{\epsilon_{n}\right\}$ satisfying (4.15). The motivation for the definition of the Brjuno-Rüssmann condition is to ensure that the
growth of the corresponding $C(n)$ is slow enough so that (4.15) can be used to grantee $\epsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$. To this end, consider the following property:
(C1) Assume $C(n)$ is a sequence of positive numbers with $C(n) \geq 1$ such that

$$
\sum_{i=0}^{\infty} 2^{-(i+1)} \log (C(i)) \leq \log \left(M_{C}\right)<\infty
$$

for some constant $M_{C} \geq 1$

Lemma 4.2.11. Let $C(n)$ be a sequence satisfying property (C1). Given $\left\{\epsilon_{n}\right\}$ a sequence of positive numbers satisfying (4.15), on has the estimate

$$
\begin{equation*}
\epsilon_{n} \leq\left(\epsilon_{0} M_{C}\right)^{2^{n}} \tag{4.17}
\end{equation*}
$$

Proof. Iterating (4.15) repeatedly, one gets (4.16). Taking the logarithm of both sides of (4.16), one has

$$
\begin{aligned}
\log \epsilon_{n+1} & \leq 2^{n+1}\left(\log \left(\epsilon_{0}\right)+\sum_{i=0}^{n} 2^{-(i+1)} \log (C(i))\right) \\
& \leq 2^{n+1}\left(\log \left(\epsilon_{0}\right)+\log \left(M_{C}\right)\right) \\
& \leq 2^{n+1} \log \left(\epsilon_{0} M_{C}\right)
\end{aligned}
$$

Exponentiating the above gives estimate (4.17).

Corollary 4.2.12. Given $\sum_{i=0}^{n} 2^{-(i+1)} \log (C(i)) \leq \log (D(n+1))$ for some sequence $D(n)$ then $\epsilon_{n} \leq\left(\epsilon_{0} D(n)\right)^{2^{n}}$.

The following two propositions are consequences of property (C1):

Proposition 4.2.13. Given two sequences $C_{1}(n)$ and $C_{2}(n)$, both satisfying property (C1), the sequences defined by $C_{3}(n) \equiv C_{1}(n)+C_{2}(n), C_{4}(n) \equiv$ $C_{1}(n) C_{2}(n)$ and $C_{5}(n) \equiv C_{1}\left(n+n_{0}\right)$ also satisfy property (C1).

Proof. Straightforward.
Proposition 4.2.14. Given any sequence $C(n)$ satisfying property (C1), there exists a constant $R_{C}>1$ such that

$$
\begin{equation*}
C(n) \leq\left(R_{C}\right)^{2^{n}} \quad \forall n \geq 1 \tag{4.18}
\end{equation*}
$$

Proof. Since the terms $2^{-(n+1)} \log (C(n))$ are summable they tend to 0 as $n \rightarrow$ $\infty$ and hence are bounded for all $n$ by some constant, $\log \left(R_{C}\right)$, and hence $2^{-(i+1)} \log (C(i)) \leq \log \left(R_{C}\right)$. (If one only considers (4.18) for $n$ large then $R_{C}$ can be made arbitrarily small.) Exponentiating we get (4.18).

Remark 4.2.15. Proposition 4.2.14.

Related to the functions in Example 4.2.9 we have the following important class of sequences which satisfy (C1):

Example 4.2.16. Let $A$ and $B$ be positive constants and let $C(n)$ be any sequence with $C(n) \leq A B^{n}$. Note the sequence $C(n)$ satisfies condition (C1). In fact, one has

$$
\begin{align*}
\sum_{i=0}^{n} 2^{-(i+1)} \log (C(i)) & \leq \log (A) \underbrace{\left(\sum_{i=0}^{n} 2^{-(i+1)}\right)}_{=1-\left(\frac{1}{2}\right)^{(n+1)}}+\log (B) \underbrace{\left(\sum_{i=0}^{n} i 2^{-(i+1)}\right)}_{=1-(n+2)\left(\frac{1}{2}\right)^{(n+1)}}  \tag{4.19}\\
& =\log \left(A^{\left(1-\left(\frac{1}{2}\right)^{(n+1)}\right)} B^{\left(1-(n+2)\left(\frac{1}{2}\right)^{(n+1)}\right)}\right)
\end{align*}
$$

so applying Corollary 4.2.12 with

$$
\begin{equation*}
D(n)=A^{\left(1-\left(\frac{1}{2}\right)^{n}\right)} B^{\left(1-(n+1)\left(\frac{1}{2}\right)^{n}\right)}=\frac{A B}{\left(A B^{(n+1)}\right)^{(1 / 2)^{n}}} \tag{4.20}
\end{equation*}
$$

one has

$$
\begin{equation*}
\epsilon_{n} \leq \frac{\left(\epsilon_{0} A B\right)^{2^{n}}}{A B^{(n+1)}} \tag{4.21}
\end{equation*}
$$

Remark 4.2.17. Proposition 4.2.13 and Lemma 4.2.11 guarantee that if the sequences $\Omega_{Q}\left(\delta_{n}\right), \Omega_{R}\left(\delta_{n}\right)$ and $\Omega_{A}\left(2 \delta_{n}\right)$ all satisfy property (C1) then, provided $\epsilon_{0}$ is sufficiently small, super-exponential estimates can be made on the decay of $\epsilon_{n}$. Note $\Omega_{Q}\left(\delta_{n}\right), \Omega_{R}\left(\delta_{n}\right)$ and $\Omega_{A}\left(2 \delta_{n}\right)$ all have the form of $\Omega:(0,1] \rightarrow$ $[1, \infty)$ evaluated on the points of a summable sequence $\left\{\delta_{n}\right\}_{n=0}^{\infty}$. This is the motivation behind the Brjuno-Rüssmann condition (Definition 4.2.1), i.e. a function $\Omega$ satisfies the Brjuno-Rüssmann condition provided there exists a summable sequence $\delta_{n}$ such that the sequence defined by $C(n) \equiv \Omega\left(\delta_{n}\right)$ satisfies property (C1).

### 4.3 Hypothesis for the functional $\mathcal{F}$

We consider functionals acting between one parameter families of Banach spaces as follows:
(F0) Let $X_{\sigma}, Y_{\sigma}$ and $Z_{\sigma}$ be one parameter families of Banach spaces with $0 \leq \sigma \leq 1$ as discussed in Section 4.1 (at this point $X_{\sigma}, Y_{\sigma}$ and $Z_{\sigma}$ are
not assumed to have analytic smoothing). Assume the functional

$$
\mathcal{F}: U_{0} \times V_{0} \rightarrow Z_{0}
$$

is given with $U_{0} \subseteq X_{0}$ and $V_{0} \subseteq Y_{0}$. Let $U_{\sigma} \equiv U_{0} \cap X_{\sigma}$ and $V_{\sigma} \equiv V_{0} \cap Y_{\sigma}$.

In the following sections, we present additional hypotheses for the functional $\mathcal{F}$ defined in (F0) that are sufficient to allow us, around various $\left(x_{0}, y_{0}\right)$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$, to establish the existence, regularity and uniqueness of an implicit function $g$ which solves $\mathcal{F}(x, g(x))=0$. Before discussing these additional hypotheses, we describe an example which will motivate much of our development.

Example 4.3.1. Given a family $F_{\lambda}$ of torus maps $F_{\lambda}=\operatorname{Id}+f_{\lambda}: \mathbb{T}^{d} \rightarrow \mathbb{T}^{d}$ (see Chapter 8) and a vector $\omega \in \mathbb{R}^{d}$ we want to find vectors $a \in \mathbb{R}^{d}$ and torus maps $H=\operatorname{Id}+h: \mathbb{T}^{d} \rightarrow \mathbb{T}^{d}$ so that

$$
\begin{equation*}
\left(F_{\lambda}+a\right) \circ H(\theta)-H(\theta+\omega)=0 \tag{4.22}
\end{equation*}
$$

With the variables $x=\left(f_{\lambda}, \omega\right)$ and $y=(h, a)$, using the functional

$$
\begin{equation*}
\mathcal{F}(x, y)=\left(\operatorname{Id}+f_{\lambda}+a\right) \circ(\operatorname{Id}+h)(\theta)-(\operatorname{Id}+h)(\theta+\omega) \tag{4.23}
\end{equation*}
$$

equation (4.22) can be expressed as $\mathcal{F}(x, y)=0$. Taking $x_{0}=\left(\omega_{0}, \omega_{0}\right)$ and $y_{0}=(0,0)$, it is easy to check $\mathcal{F}\left(x_{0}, y_{0}\right)=0$. Also, note that - at least formally - we have

$$
\begin{equation*}
D \mathcal{F}(x, y)[\Delta h, \Delta a](\theta)=\Delta h(\theta)-\Delta h\left(\theta+\omega_{0}\right)+\Delta a+D_{\theta} f_{\lambda}(H(\theta))[\Delta h(\theta)] \tag{4.24}
\end{equation*}
$$

in particular

$$
\begin{equation*}
D \mathcal{F}\left(x_{0}, y_{0}\right)[\Delta h, \Delta a](\theta)=\Delta h(\theta)-\Delta h\left(\theta+\omega_{0}\right)+\Delta a \tag{4.25}
\end{equation*}
$$

(see Lemma 6 in [Mey 75 ] for a proof of this calculation). In Fourier space (4.25) is diagonal and can formally be inverted provided $\omega \cdot k \neq 0$ for all $k \in \mathbb{Z}^{d} \backslash\{0\}$.

To ensure the the formal inverse is "meaningful," one needs to restrict $\omega$ so that the "small divisors" $1 /\left(e^{2 \pi i \omega \cdot k}-1\right)$ do not grow to rapidly with $k$. This leads to the fact that the inverse (or approximate inverse) for the derivative is only defined in a set of $\omega$ which is totally disconnected. It is precisely to deal with problems of this kind that we introduce the Whitney regularity of the dependence.

Additional details for to this example can be found in Chapter 9.

With this example in mind, we now describe the additional hypotheses we use in the following settings:

- In Section 4.3.1 we describe the hypotheses used to obtain polynomial approximate solutions in Chapter 5.
- In Section 4.3.2 we describe the hypotheses used to obtain analytic solutions in Chapter 6.
- In Section 4.3.3 we describe the hypotheses used to obtain smooth solutions in Chapter 7.


### 4.3.1 Hypothesis for polynomial approximate solutions

Provided $\mathcal{F}$ is $C^{\gamma}$ for some $k<\gamma \leq k+1$, given a $\left(x_{0}, y_{0}\right)$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$, motivated by Lindstedt series in mechanics, we consider the problem of find polynomials $g^{\leq k}\left(x_{0}, y_{0} ; \Delta\right)$ which act as approximate solutions to $\mathcal{F}(x, g(x))=0$ around $\left(x_{0}, y_{0}\right)$, i.e. $\mathcal{F}\left(x_{0}+\Delta, g^{\leq k}\left(x_{0}, g_{0} ; \Delta\right)\right)=O\left(\Delta^{\gamma}\right)$. This can be done provided one:
(F.P1) Assume $\mathcal{F}$ as in (F0). Let $\gamma>1$ with $k<\gamma \leq k+1$ and assume for every $0 \leq \sigma^{\prime}<\sigma \leq 1$ the map

$$
\mathcal{F}: U_{\sigma} \times V_{\sigma} \rightarrow Z_{\sigma^{\prime}}
$$

is $C^{\gamma}$ in $x$ and $y$ (in particular assume that $U_{\sigma}$ and $V_{\sigma}$ are open) and let $\Omega_{F}:(0,1] \rightarrow[1, \infty)$ be a decreasing function such that

$$
\begin{equation*}
\|F\|_{C^{\gamma}\left(X_{\sigma} \times Y_{\sigma}, Z_{\sigma^{\prime}}\right)} \leq \Omega_{F}\left(\sigma-\sigma^{\prime}\right) \tag{4.26}
\end{equation*}
$$

For $i, j \geq 0$ with $i+j \leq k$, denote the Frechet derivatives of $\mathcal{F}$ at $(x, y) \in U_{\sigma} \times V_{\sigma}$ by $D_{1}^{i} D_{2}^{j} \mathcal{F}(x, y)$ where

$$
D_{1}^{i} D_{2}^{j} \mathcal{F}: U_{\sigma} \times V_{\sigma} \rightarrow \operatorname{Sym}_{i, j}\left(X_{\sigma}, Y_{\sigma} ; Z_{\sigma^{\prime}}\right)
$$

Here $\operatorname{Sym}_{i, j}\left(X_{\sigma}, Y_{\sigma} ; Z_{\sigma^{\prime}}\right)$ denotes continuous $(i+j)$-linear operators with $i$ symmetric terms in $X_{\sigma}$ and $j$ symmetric terms in $Y_{\sigma}$, equivalently denoted $\operatorname{Sym}_{i}\left(X_{\sigma}, \operatorname{Sym}_{j}\left(Y_{\sigma}, Z_{\sigma^{\prime}}\right)\right)$ or $\operatorname{Sym}_{j}\left(Y_{\sigma}, \operatorname{Sym}_{i}\left(X_{\sigma}, Z_{\sigma^{\prime}}\right)\right)$.
(F.P2) Let $\left(x_{0}, y_{0}\right) \in U_{\sigma} \times V_{\sigma}$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$ be given. Assume there exists an (unbounded) right inverse $R\left(x_{0}, y_{0}\right)$ such that, for all $\sigma^{\prime}$ with
$0 \leq \sigma^{\prime}<\sigma \leq 1, R\left(x_{0}, y_{0}\right) \in L\left(Y_{\sigma}, Z_{\sigma^{\prime}}\right)$ and let $\Omega_{R}:(0,1] \rightarrow[1, \infty)$ be a decreasing function such that

$$
\begin{equation*}
\left\|R\left(x_{0}, y_{0}\right)[v]\right\|_{Y_{\sigma^{\prime}}} \leq \Omega_{R}\left(\sigma-\sigma^{\prime}\right)\|v\|_{Z_{\sigma}} \tag{4.27}
\end{equation*}
$$

In addition, assume that

$$
\begin{equation*}
\left.\operatorname{Id}-D_{2} \mathcal{F}(x, y) R(x, y)\right][v]=0 \tag{4.28}
\end{equation*}
$$

where here Id actually represents the inclusion of some $Y_{\sigma}$ into $Y_{\sigma^{\prime}}$.

For any $\left(x_{0}, y_{0}\right)$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$, Hypotheses (F.P1) and (F.P2) are sufficient to obtain a polynomials $g^{\leq k}\left(x_{0}, y_{0} ; \Delta\right)$ which are approximate solution to the functional equation in the sense that $\mathcal{F}\left(x_{0}+\Delta, g^{\leq k}(\Delta)\right)=$ $O\left(\Delta^{\gamma}\right)$.
(F.PU) Given $\left(x_{0}, y_{0}\right) \in U_{\sigma} \times V_{\sigma}$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$, assume there exists an (unbounded) left inverse $R\left(x_{0}, y_{0}\right)$ such that, for all $\sigma^{\prime}$ with $0 \leq \sigma^{\prime}<$ $\sigma \leq 1, L\left(x_{0}, y_{0}\right) \in L\left(Y_{\sigma}, Z_{\sigma^{\prime}}\right)$ and

$$
\begin{equation*}
\left.\operatorname{Id}-D_{2} \mathcal{F}(x, y) R(x, y)\right][v]=0 \tag{4.29}
\end{equation*}
$$

### 4.3.2 Hypothesis for analytic solutions

To obtain analytic results (i.e. results in $X_{\sigma} \times Y_{\sigma}$ ) in, e.g. Theorem 6.1.1 and Theorem 6.2.1, we require:
(F.A0) Assume $\mathcal{F}$ defined in (F0) has the property that for every $0 \leq \sigma^{\prime}<\sigma \leq 1$

$$
\mathcal{F}: U_{\sigma} \times V_{\sigma} \rightarrow Z_{\sigma^{\prime}}
$$

is continuous. Here $U_{\sigma} \equiv U_{0} \cap X_{\sigma}$ and $V_{\sigma} \equiv V_{0} \cap Y_{\sigma}$.
(F.A1) Assume $\mathcal{F}$ defined in (F0) has the property that for every $0<\sigma^{\prime}<\sigma \leq 1$

$$
\mathcal{F}: U_{\sigma} \times V_{\sigma} \rightarrow Z_{\sigma^{\prime}}
$$

is differentiable with respect to its second argument (in particular assume $U_{\sigma}$ and $V_{\sigma}$ are open). Denote its Frechet derivative at $(x, y) \in U_{\sigma} \times V_{\sigma}$ by $D_{2} \mathcal{F}(x, y)$ with

$$
D_{2} \mathcal{F}: U_{\sigma} \times V_{\sigma} \rightarrow L\left(Y_{\sigma}, Z_{\sigma^{\prime}}\right)
$$

For any $x \in U_{\sigma}$ and $y_{1}, y_{2} \in V_{\sigma}$, define the quadratic remainder

$$
\begin{equation*}
Q\left(x ; y_{1}, y_{2}\right) \equiv \mathcal{F}\left(x, y_{1}\right)-\mathcal{F}\left(x, y_{2}\right)-D_{2} \mathcal{F}\left(x, y_{2}\right)\left[y_{1}-y_{2}\right] \tag{4.30}
\end{equation*}
$$

and assume that

$$
\begin{equation*}
\left\|Q\left(x ; y_{1}, y_{2}\right)\right\|_{Z_{\sigma^{\prime}}} \leq \Omega_{Q}\left(\sigma-\sigma^{\prime}\right)\left\|y_{1}-y_{2}\right\|_{Y_{\sigma}}^{2} \tag{4.31}
\end{equation*}
$$

with $\Omega_{Q}:(0,1] \rightarrow[1, \infty)$ satisfying the Brjuno-Rüssmann growth condition (see Definition 4.2.1 in Section 4.2).
(F.A2) Assume there exists a subset $\mathcal{C}_{0} \subseteq U_{0}$ (with $\mathcal{C}_{\sigma} \equiv \mathcal{C}_{0} \cap X_{\sigma}$ ) such that for all $(x, y) \in \mathcal{C}_{\sigma} \times V_{\sigma}$ there exists an (unbounded) approximate right inverse $R(x, y)$ such that for all $\sigma, \sigma^{\prime}$ with $0 \leq \sigma^{\prime}<\sigma \leq 1$

$$
R: \mathcal{C}_{\sigma} \times V_{\sigma} \rightarrow L\left(Z_{\sigma}, Y_{\sigma^{\prime}}\right)
$$

satisfies

$$
\begin{equation*}
\|R(x, y)[v]\|_{Y_{\sigma^{\prime}}} \leq \Omega_{R}\left(\sigma-\sigma^{\prime}\right)\|v\|_{Z_{\sigma}} \tag{4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left[\operatorname{Id}-D_{2} \mathcal{F}(x, y) R(x, y)\right][v]\right\|_{Z_{\sigma^{\prime}}} \leq \Omega_{A}\left(\sigma-\sigma^{\prime}\right)\|\mathcal{F}(x, y)\|_{Z_{\sigma}}\|v\|_{Z_{\sigma}} \tag{4.33}
\end{equation*}
$$

with $\Omega_{R}, \Omega_{A}:(0,1] \rightarrow[1, \infty)$ satisfying the Brjuno-Rüssmann growth condition (see Definition 4.2.1 in Section 4.2)).

Remark 4.3.2. Note (F.A2) generalizes the unbounded inverse $R$ defined in (F.P2) to $(x, y)$ with $\mathcal{F}(x, y) \neq 0$.

Remark 4.3.3. Note that in (4.33) to compute

$$
\begin{equation*}
\left\|\left[I-D_{2} \mathcal{F}(x, y) R(x, y)\right][v]\right\|_{z_{\sigma^{\prime}}} \tag{4.34}
\end{equation*}
$$

given $v \in Z_{\sigma}$, one must choose $\sigma^{\prime \prime}$ with $\sigma^{\prime}<\sigma^{\prime \prime}<\sigma$ and first compute $R(x, y)[v] \in Y_{\sigma^{\prime \prime}}$ and then $D_{2} \mathcal{F}(x, y) R(x, y)[v] \in Z_{\sigma^{\prime}}$. One of the consequences of condition (4.33) is that this choice of intermediate scale $\sigma^{\prime \prime}$ does not affect (4.34).

Using the notion of $C^{\gamma}$ Whitney regularity presented in Chapter 3, the following hypotheses can be used to establish the Whitney differentiable of $g$ :
(F.W1) Let $\gamma>1$ with $k<\gamma \leq k+1$ and assume that $\mathcal{F}$ satisfies (F.P1). In addition assume $\Omega_{F}:(0,1] \rightarrow[1, \infty)$ satisfies the Brjuno-Rüssmann growth condition (see Definition 4.2.1 in Section 4.2).
(F.W2) Let $\gamma>1$ with $k<\gamma \leq k+1$ and let $R$ be given as in (F.A2). Assume for all $\sigma, \sigma^{\prime}$ with $0 \leq \sigma^{\prime}<\sigma \leq 1$, we have

$$
R \in C_{W h t}^{\gamma}\left(\mathcal{C}_{\sigma} \times V_{\sigma}, L\left(Z_{\sigma}, Y_{\sigma^{\prime}}\right)\right)
$$

with

$$
\begin{equation*}
\|R\|_{C^{\gamma}} \leq \Omega_{R}\left(\sigma-\sigma^{\prime}\right) \tag{4.35}
\end{equation*}
$$

with $\Omega_{R}(s)$, as in (F.A2), satisfying the Brjuno-Rüssmann growth condition (see Definition 4.2.1 in Section 4.2)).
(F.W3) Let $R$ be given as in (F.W2). In addition, for $0 \leq \sigma^{\prime \prime}<\sigma^{\prime}<\sigma \leq 1$, assume

$$
\begin{align*}
\|\left[\operatorname{Id}-D_{2} \mathcal{F}( \right. & -, y) R(-, y)][v(-)] \|_{C_{W h t}^{\gamma}\left(\mathcal{C}_{\sigma} ; Z_{\sigma^{\prime \prime}}\right)} \\
& \leq \Omega_{A}\left(\sigma-\sigma^{\prime}\right)\|\mathcal{F}(-, y)\|_{C_{W h t}^{\gamma}\left(\mathcal{C}_{\sigma} ; Z_{\sigma^{\prime}}\right)}\|v\|_{C_{W h t}^{\gamma}\left(\mathcal{C}_{\sigma} ; Z_{\sigma^{\prime}}\right)} \tag{4.36}
\end{align*}
$$

with $\Omega_{A}(s)$, as in (F.A2), satisfying the Brjuno-Rüssmann growth condition (see Definition 4.2.1 in Section 4.2)).
(F.W4) Let $R$ be given as in (F.W2). In addition, assume that the Whitney derivatives of $R$, which we denote by $\mathcal{W} \mathcal{D}_{x} R(x, y)$ and $\mathcal{W} \mathcal{D}_{y} R(x, y)$, satisfy

$$
\begin{gathered}
\mathcal{W} \mathcal{D}_{x} R(x, y)[v, w]=-R(x, y)\left[D_{1} D_{2} \mathcal{F}(x, y)[R(x, y)[v], w]\right] \\
\mathcal{W D}_{y} R(x, y)[v, w]=-R(x, y)\left[D_{2}^{2} \mathcal{F}(x, y)[R(x, y)[v], w]\right]
\end{gathered}
$$

for all $(x, y)$ with $\mathcal{F}(x, y)=0$.

Remark 4.3.4. Provided $\gamma \geq 2$, Hypothesis (F.A1) follows from Hypothesis (F.W1) with $\Omega_{Q}=\Omega_{F}$.

Remark 4.3.5. Note, taking $\mathcal{F}(x, y)=0$, Hypothesis (F.W3) implies Hypothesis (F.W4).

Remark 4.3.6. Informally, we can understand (F.W4) (and F.W3)) by noting that to even establish the existence of $g$ we need Hypothesis (F.A2) which requires the approximate right inverse $R$ to be a right inverse up to zeroth order in $\|\mathcal{F}(x, y)\|$, i.e. evaluating (4.33) when $\mathcal{F}(x, y)=0$ implies

$$
\begin{equation*}
I-D_{2} \mathcal{F}(x, y) R(x, y)=0 \tag{4.37}
\end{equation*}
$$

Condition (F.W2) simply requires that the approximate right inverse $R$ be a right inverse up to first order. That is, the approximate right inverse $R$ is Whitney Differentiable and the Whitney partial derivatives of $R$ satisfy the equations we get by implicitly differentiating (4.37), namely

$$
\begin{gathered}
D_{1} D_{2} \mathcal{F}(x, y)[R(x, y)[v], w]+D_{2} \mathcal{F}(x, y)\left[\mathcal{W}_{1} R(x, y)[v, w]\right]=0 \\
D_{2}^{2} \mathcal{F}(x, y)[R(x, y)[v], w]+D_{2} \mathcal{F}(x, y)\left[\mathcal{W D}_{2} R(x, y)[v, w]\right]=0
\end{gathered}
$$

To obtain local uniqueness for the zeros of implicit function in $X_{\sigma} \times Y_{\sigma}$ the following hypothesis is sufficient (see Section 6.3):
(F.AU) Assume that for all $x \in \mathcal{C}_{\sigma} \subseteq U_{\sigma}$ there is an approximate left inverse $L(x, y)$ such that for all $\sigma, \sigma^{\prime}$ with $0 \leq \sigma^{\prime}<\sigma \leq 1$

$$
L: \mathcal{C}_{\sigma} \times V_{\sigma} \rightarrow L\left(Z_{\sigma}, Y_{\sigma^{\prime}}\right)
$$

satisfies

$$
\begin{equation*}
\|L(x, y)[v]\|_{Y_{\sigma^{\prime}}} \leq \Omega_{L}\left(\sigma-\sigma^{\prime}\right)\|v\|_{Z_{\sigma}} \tag{4.38}
\end{equation*}
$$

with $\Omega_{L}:(0,1] \rightarrow[1, \infty)$ satisfying the Brjuno-Rüssmann growth condition (see Definition 4.2.1 in Section 4.2) and

$$
\begin{equation*}
L(x, y) D_{2} \mathcal{F}(x, y)=\mathrm{Id} \quad \text { when } \quad \mathcal{F}(x, y)=0 \tag{4.39}
\end{equation*}
$$

Remark 4.3.7. There are several possible variations one can make in the above hypothesis and obtain the same or similar results. We list here a few such "improvements"
(F.V1) In place of (4.31), it suffices that the quadratic remainder $Q$ defined in (4.30) satisfy

$$
\begin{equation*}
\left\|Q\left(x ; y_{1}, y_{2}\right)\right\|_{Z_{\sigma^{\prime}}} \leq \Omega_{Q}\left(\sigma-\sigma^{\prime}\right)\left\|y_{1}-y_{2}\right\|_{Y_{\sigma}}^{(1+\alpha)} \tag{4.40}
\end{equation*}
$$

for some $\alpha>0$ with $\Omega_{Q}:(0,1] \rightarrow[1, \infty)$ again satisfying the BrjunoRüssmann growth condition.
(F.V2) To model the method of Arnold, we can replace the single approximate right inverse $R$ satisfying (4.33) (4.32) with a sequence of operators $R_{j}$ satisfying

$$
\begin{equation*}
\left\|R_{j}(x, y)[v]\right\|_{Y_{\sigma^{\prime}}} \leq C^{2^{j}} \Omega_{R}\left(\sigma-\sigma^{\prime}\right)\|v\|_{Z_{\sigma}} \tag{4.41}
\end{equation*}
$$

and

$$
\begin{align*}
& \left\|\left[I-D_{2} \mathcal{F}(x, y) R_{j}(x, y)\right][v]\right\|_{Z_{\sigma^{\prime}}} \\
& \quad \leq C^{2^{j}} \Omega_{A}\left(\sigma-\sigma^{\prime}\right)\left(\|\mathcal{F}(x, y)\|_{Z_{\sigma}}+C^{-2^{j}}\right)\|v\|_{Z_{\sigma}} \tag{4.42}
\end{align*}
$$

for some constant $C \geq 1$ with $\Omega_{R}, \Omega_{A}:(0,1] \rightarrow[1, \infty)$ again satisfying the Brjuno-Rüssmann growth condition.

The key property that we maintain, even with the above modifications, is that the iteration of the modified Newton method still have super-exponential convergence.

### 4.3.3 Hypothesis for smooth solutions

To obtain smooth results (i.e. results in $X_{0}^{q} \times Y_{0}^{q}$ ) in, e.g. Theorem 7.1.1 and Theorem 7.2 .1 we will use analytic smoothing on approximate solutions.
(XYZ.S1) Assume $X_{\sigma}, Y_{\sigma}$ and $Z_{\sigma}$ have analytic smoothing with respect to $X_{0}^{q}, Y_{0}^{q}$ and $Z_{0}^{q}$ (see Definitions 4.1.4 and 4.1.9).
(XYZ.S2) Assume that analytic smoothing in $X_{\sigma}$ is both $U_{0}$ and $\mathcal{C}_{0}$-invariant and the analytic smoothing in $Y_{\sigma}$ is $V_{0}$-invariant (see Definition 4.1.17).

The hypotheses on $\mathcal{F}$ are essentially the same as in the analytic setting with the terms satisfying the Brjuno-Rüssmann growth condition further restricted to have the same form as Example 4.2.9 (actually, we only need the corresponding $\Psi_{\Omega}$ as described in Definition 4.2.5 satisfy $\Psi_{\Omega}(s) \leq C s^{-\alpha}$ for some $\alpha$, see Question 4 in Appendix A).
(F.S0) Same as Hypothesis (F.A0)
(F.S1) Same as Hypothesis (F.A1) with $\Omega_{Q}(s) \leq C_{Q} s^{-\alpha}$ (as noted above we only need the corresponding $\Psi_{\Omega}$ satisfy $\Psi_{\Omega}(s) \leq C s^{-\alpha}$ for some $\alpha$ ).
(F.S2) Same as Hypothesis (F.A2) with $\Omega_{R}(s) \leq C_{R} s^{-\beta}$ and $\Omega_{A}(s) \leq C_{A} s^{-\gamma}$ (as noted above we only need the corresponding $\Psi_{\Omega}$ satisfy $\Psi_{\Omega}(s) \leq C s^{-\alpha}$ for some $\alpha$ ).
(F.S3) Assume that there is a constant $M_{3}>0$ so that, for every $0<\sigma^{\prime}<$ $\sigma \leq 1, \mathcal{F}: U_{\sigma} \times V_{\sigma} \rightarrow Z_{\sigma^{\prime}}$ is uniformly Lipschitz with respect to its first argument, i.e.

$$
\begin{equation*}
\left\|\mathcal{F}\left(x_{1}, y\right)-\mathcal{F}\left(x_{2}, y\right)\right\|_{Z_{\sigma^{\prime}}} \leq M_{3}\left\|x_{1}-x_{2}\right\|_{X_{\sigma}} \tag{4.43}
\end{equation*}
$$

In addition, to control the process of smoothing an approximate solution, we assume $\mathcal{F}$ interacts with smoothing in a natural way. Specifically:
(F.S4) Assume that for $q$ sufficiently large there exists positive constants $q$ * and $M_{4}(q)>0$ such that for any $(x, y) \in U_{0}^{q} \times V_{0}^{q}$ there exists a $t_{0}>0$ such that for all $t \geq t_{0}$ one has $\left(S_{t} x, S_{t} y\right) \in U_{1} \times V_{1}$ and the functional $\mathcal{F}: U_{\sigma} \times V_{\sigma} \rightarrow Z_{\sigma^{\prime}}$ satisfies the estimate

$$
\begin{equation*}
\left\|\mathcal{F}\left(S_{t} x, S_{t} y\right)-S_{t} \mathcal{F}(x, y)\right\|_{Z_{t^{-1}}} \leq M_{4}(q) t^{-q+q *} \tag{4.44}
\end{equation*}
$$

Remark 4.3.8. Note that we take the approximate solutions to be in $X_{0}^{q} \times Y_{0}^{q}$ (as compared to Zehnder [Zeh75] and Poschel [Pös82] who require an approximate solution in $X_{\sigma} \times Y_{\sigma}$ ). Hypothesis (F.S4) allows us to obtain analytic approximate solutions by applying analytic smoothing to smooth approximate solutions. In particular, given $(x, y) \in U_{0}^{q} \times V_{0}^{q}$ combining Hypothesis (F.S4) with the standard smoothing estimates we get

$$
\begin{aligned}
&\left\|\mathcal{F}\left(S_{t} x, S_{t} y\right)\right\|_{Z_{t^{-1}}} \leq\left\|\mathcal{F}\left(S_{t} x, S_{t} y\right)-S_{t} \mathcal{F}(x, y)\right\|_{Z_{t^{-1}}}+\left\|S_{t} \mathcal{F}(x, y)\right\|_{Z_{t^{-1}}} \\
& \leq M_{4}(q) t^{-q+q *}+k(q)\|\mathcal{F}(x, y)\|_{Z_{0}^{q}}
\end{aligned}
$$

Remark 4.3.9. The exponent $-q+q *$ in (4.44) and the exponent $\beta$ of $\Omega_{R}(s) \leq$ $C_{R} s^{-\beta}$ in (F.S2) combine to give us the resulting loss in the smooth case, e.g. given $(x, y) \in U_{0}^{q} \times V_{0}^{q}$ with $\mathcal{F}(x, y)$ sufficiently small we get $y_{\infty} \in V_{0}^{q-(q *+\beta)}$ with $\mathcal{F}\left(x, y_{\infty}\right)=0$.

Example 4.3.10. For the space of analytic torus diffeomorphisms, the composition functional $\mathcal{F}(f, g)=f \circ g$, which appears often in KAM theory, satisfies property (F.S4). See Section 8.7, Lemma 8.7.2.

Remark 4.3.11. Note given $\phi$ increasing with $\phi(a)=0$ and $\phi(b)=1$ is used to re-parameterize the scale parameter $\sigma$, if $\phi$ is sufficiently "tame," e.g. there exists $\epsilon>0$ so that $\epsilon s \leq \phi(s) \leq s / \epsilon$ for $s$ sufficiently small, then as discuss in Remarks 4.1.11 condition (F.S4) will be invariant under the change of scales, i.e. (F.S4) will hold in $\mathbf{X}_{\sigma}=X_{\phi(\sigma)}$.

To obtain Whitney regularity in the smooth setting we have the follow hypotheses:
(F.SW1) Same as (F.AW1) with the additional assumption that $\Omega_{F}(s) \leq C_{F} s^{\alpha}$ (as noted above we only need the corresponding $\Psi_{\Omega}$ satisfy $\Psi_{\Omega}(s) \leq C s^{-\alpha}$ for some $\alpha$ ).
(F.SW2) Same as (F.W2) and (F.W3) with the additional assumption that as in (F.S2), we have $\Omega_{R}(s) \leq C_{R} s^{-\beta}$ and $\Omega_{A}(s) \leq C_{A} s^{-\gamma}$ (as noted above we only need the corresponding $\Psi_{\Omega}$ satisfy $\Psi_{\Omega}(s) \leq C s^{-\alpha}$ for some $\alpha$ ).

Finally, to obtain local uniqueness for the zeros of implicit function in $X_{0}^{q} \times Y_{0}^{q}$ the following hypothesis is sufficient (see Section 7.3):
(F.SU) Same as (F.AU) with the additional assumption that $\Omega_{L}(s) \leq C_{L} s^{\beta *}$, (as noted above we only need the corresponding $\Psi_{\Omega}$ satisfy $\Psi_{\Omega}(s) \leq C s^{-\alpha}$ for some $\alpha$ ).

## Chapter 5

## Polynomial Approximate Solutions

In this chapter, we consider a functional $\mathcal{F}$ satisfying the various hypotheses described in Section 4.3.1. For $\left(x_{0}, y_{0}\right) \in U_{\sigma} \times V_{\sigma}$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$, we develop a polynomial $g^{\leq k}\left(x_{0}, y_{0} ; \Delta\right)$ (i.e. the coefficients of $\Delta$ depend on $\left.x_{0}, y_{0}\right)$ such that $\mathcal{F}\left(x_{0}+\Delta, g^{\leq k}\left(x_{0}, y_{0} ; \Delta\right)\right)$ vanish at $\Delta=0$ to order $\gamma$, i.e. $\mathcal{F}\left(x_{0}+\Delta, g^{\leq k}\left(x_{0}, y_{0} ; \Delta\right)\right)=O\left(\Delta^{k}\right)$ (see Chapter 2 for notation and definitions, also for the time being we suppress the specifics of the various scales at which terms occur).

These polynomials are not "exact" solutions to $\mathcal{F}(x, g(x))=0$. We think of them as "approximate" solutions with $\left\|\mathcal{F}\left(x+\Delta, g^{k}\left(x_{0}, y_{0} ; \Delta\right)\right)\right\|_{Z}$ measuring the "error" of $g^{k}\left(x_{0}, y_{0} ; \Delta\right)$. Their construction is, in some sense, easier then obtaining an exact solution $g$ to $\mathcal{F}(x, g(x))=0$ for $x \in \mathcal{C}$ around a given $\left(x_{0}, y_{0}\right)$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$ (in Chapters 6 and 7 we will obtain such exact solutions, see Corollaries 6.1 .2 and 7.1.3). Also, since the coefficients of $g^{k}\left(x_{0}, y_{0} ; \Delta\right)$, which we denote by $g_{i}\left(x_{0}, y_{0}\right)$, are independent of $k$ we can think of $g^{k}\left(x_{0}, y_{0} ; \Delta\right)$ as the truncations of a formal power series (see Remark 2.3.2). This formal power series is related to, and motivated by, the Lindstedt series in mechanics.

Polynomial approximate solutions are very useful for computational problems. They are related to asymptotic expansions and given local uniqueness to $\mathcal{F}(x, y)=0$, the coefficients of the polynomial approximate solutions uniquely determine the Whitney derivative of the implicit function solutions obtained in Corollary 6.1.2 or Corollary 6.1.2. Finally, unlike the exact solution $g$ to $\mathcal{F}(x, g(x))=0$ we obtain in Chapters 6 and 7 which can only be evaluated for $x \in \mathcal{C}$, polynomial approximate solutions $g^{k}\left(x_{0}, y_{0} ; \Delta\right)$ can evaluated at any point $x \in U_{0}$, i.e. $\mathcal{F}\left(x, g^{k}\left(x_{0}, y_{0} ; x-x_{0}\right)\right)$.

## Theorem 5.0.12. (Existence of polynomial approximate solutions)

Let $\mathcal{F}$ be as defined in (F0) and assume that $\mathcal{F}$ satisfies Hypothesis (F.P1) for some $k<\gamma \leq k+1$. Choose $0 \leq \sigma^{\prime \prime}<\sigma^{\prime}<\sigma \leq 1$.

Let $\left(x_{0}, y_{0}\right) \in U_{\sigma} \times V_{\sigma}$ with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$ and assume (F.P2) holds. Choosing intermediate scales as in Remark 5.0.13 inductively define

$$
\begin{equation*}
g_{i}\left(x_{0}, y_{0}\right) \in \operatorname{Sym}_{i}\left(X_{\sigma}, Y_{\sigma^{\prime}}\right) \text { for } 1 \leq i \leq k \tag{5.1}
\end{equation*}
$$

by the recurrence

$$
\begin{equation*}
g_{i}\left(x_{0}, y_{0}\right)[-]^{\otimes i} \equiv-R\left(x_{0}, y_{0}\right)\left[Q_{i}^{\mathcal{F}}\left(x_{0}, y_{0} ; g_{1}, \ldots, g_{i-1}\right)\right] \tag{5.2}
\end{equation*}
$$

Here the $Q_{i}^{\mathcal{F}}$ are the polynomials described in Proposition 2.2.8 and $g_{j}$ are used to denote $g_{j}\left(x_{0}, y_{0}\right)$ for $1 \leq j \leq i-1$.

Taking $\epsilon>0$ sufficiently small one has $g^{\leq k}: B_{\sigma}(0, \epsilon) \rightarrow V_{\sigma^{\prime}}$. and viewing $\mathcal{F}: U_{\sigma^{\prime}} \times V_{\sigma^{\prime}} \rightarrow Z_{\sigma^{\prime \prime}}$ one has $\mathcal{F}\left(x_{0}+\Delta, g^{\leq k}\left(x_{0}, y_{0} ; \Delta\right)\right)=O\left(\Delta^{\gamma}\right)$, i.e.
there exists $M>0$ so that

$$
\begin{equation*}
\left\|\mathcal{F}\left(x_{0}+\Delta, g^{\leq k}\left(x_{0}, y_{0} ; \Delta\right)\right)\right\|_{Z_{\sigma^{\prime \prime}}} \leq M\|\Delta\|_{X_{\sigma}}^{\gamma} \tag{5.3}
\end{equation*}
$$

with

$$
M=M_{\gamma} \Omega_{F}\left(\left(\sigma-\sigma^{\prime}\right) /(2 k)\right)\left(1+\left(\Omega_{R}\left(\left(\sigma-\sigma^{\prime}\right) /(2 k)\right)\right)^{\gamma}\right)
$$

If, $D_{1}^{i} D_{2}^{j} \mathcal{F}: U_{0}^{q} \times V_{0}^{q} \rightarrow \sum_{i, j}\left(X_{0}^{q} \times Y_{0}^{q} ; Z_{0}^{q-\alpha}\right)$ (alternatively, as in (F.SW1) we can take $\Omega_{F}(s) \leq C_{F} s^{-\alpha}$ ) and $\Omega_{R}(s) \leq C_{R} s^{-\beta}$ then, provided $q \geq(\alpha+\beta) k$, we can use (5.2) to define

$$
g_{i}\left(x_{0}, y_{0}\right) \in \operatorname{Sym}_{i}\left(X_{0}^{q}, Y_{0}^{q-(\alpha+\beta) i}\right)
$$

so that

$$
\begin{equation*}
\left\|\mathcal{F}\left(x_{0}+\Delta, g^{\leq k}\left(x_{0}, y_{0} ; \Delta\right)\right)\right\|_{Z_{0}^{q}} \leq M\|\Delta\|_{X_{0}^{q^{\prime}}}^{\gamma} \tag{5.4}
\end{equation*}
$$

with $q^{\prime}<q-(\alpha+\beta)$.
Finally, if we have $R$ (or an appropriate generalization, e.g. (F.A2)), defined on a larger set of $(x, y)$, including $(x, y)$ for which $\mathcal{F}(x, y) \neq 0$, provided we still have (4.28) whenever $\left(x_{0}, y_{0}\right)$ is such that $\mathcal{F}\left(x_{0}, y_{0}\right)=0$, (5.2) can still be used to define polynomials $g^{\leq k}(x, y ; \Delta)$ with (5.3) holding for every $\left(x_{0}, y_{0}\right)$ is such that $\mathcal{F}\left(x_{0}, y_{0}\right)=0$.

Remark 5.0.13. To determine (5.1) using the recurrence formulas in (5.2) we need to incur some loss of scale when applying $R$. Furthermore, we need to do this without going below $\sigma^{\prime}$. To this end, choose intermediate scales $\sigma_{i}$ and $\tau_{i}$ with

$$
0 \leq \sigma^{\prime}<\sigma_{k}<\tau_{k}<\sigma_{k-1}<\cdots<\tau_{2}<\sigma_{1}<\tau_{1}<\sigma \leq 1
$$

by taking $\sigma_{n}-\sigma_{n+1}=\left(\sigma-\sigma^{\prime}\right) / k$ and $\tau_{n+1}=\left(\sigma_{n+1}+\sigma_{n}\right) / 2$. Given the form of the $Q_{i}^{\mathcal{F}}$, we can view it as follows

$$
Q_{i}^{\mathcal{F}}:\left(X_{\sigma} \times Y_{\sigma}\right) \times Y_{\sigma_{1}} \times \cdots \times Y_{\sigma_{i-1}} \rightarrow Z_{\tau_{i}}
$$

Taking $R: Z_{\tau_{i}} \rightarrow Y_{\sigma_{i}}$ we can thus apply (5.2) and obtain

$$
g_{i}\left(x_{0}, y_{0}\right) \in \operatorname{Sym}_{i}\left(X_{\sigma}, Y_{\sigma_{i}}\right)
$$

for $1 \leq i \leq k$. Once the $g_{i}\left(x_{0}, y_{0}\right)$ are defined, using the inclusion of $Y_{\sigma_{i}}$ into $Y_{\sigma^{\prime}}$ gives us (5.1).

## Proof of Theorem 5.0.12

Applying Corollary 2.2.7 note that the composition

$$
D_{2} \mathcal{F}\left(x_{0}, y_{0}\right)\left[R\left(x_{0}, y_{0}\right)\right]: Z_{\sigma} \rightarrow Z_{\sigma^{\prime}}
$$

is the identity (or rather the inclusion of $Z_{\sigma}$ into $Z_{\sigma^{\prime}}$ ). Using $D^{i}[F \circ G]$ to represent $D_{\Delta}^{i}\left[F\left(x_{0}+\Delta, g^{\leq k}\left(x_{0}, y_{0} ; \Delta\right)\right)\right]_{\Delta=0}$, for $0<i \leq k$ we have,

$$
D^{i}[F \circ G]=D_{2} \mathcal{F}\left(x_{0}, y_{0}\right)\left[g_{i}\left(x_{0}, y_{0}\right)\right]+Q_{i}^{\mathcal{F}}\left(x_{0}, y_{0} ; g_{1}, \ldots, g_{i-1}\right)=0
$$

Applying Taylor's Theorem with integral remainder (see e.g. Theorem 6 in [Nel69]) we obtains (5.3). The form of $M$ follows from the form of the integral remainder and Proposition 2.2.5.

The generalizations to $X_{0}^{q} \times Y_{0}^{q}$ and to arbitrary sets of $(x, y)$ are straightforward.

In Section 6.2 and 7.2 we will use the polynomial approximate solutions obtained in Theorem 5.0.12 with either of the Whitney Verification Lemmas (Lemma 3.1.10 or Lemma 3.2.6) to establish the Whitney differentiability of the implicit function. Anticipating applying Lemma 3.1.10 later, we now establish the following:

Proposition 5.0.14. If $R$ satisfies Hypothesis (F.W2) and (F.W4), then $g_{i}(x, y)$ satisfies (3.10) in the Whitney Verification Lemma I (Lemma 3.1.10), i.e.

$$
g_{i+1}(x, y)=\mathcal{W D}_{x}\left(g_{i}(x, y)\right)+\mathcal{W D}_{y}\left(g_{i}(x, y)\right)\left[g_{1}(x, y)\right]
$$

Proof. To prove $g_{i}(x, y)$ satisfy (3.10), we proceed by induction on $i$. Although (3.10) is only taken $0<i \leq k$, with $g_{0}(x, y)=y$ note that $\mathcal{W} \mathcal{D}_{x}\left(g_{0}(x, y)\right)=0$ and $\mathcal{W D}_{y}\left(g_{0}(x, y)\right)=I d$ so in fact (3.10) also holds for $i=0$ and we use this as the base case for our induction.

Inductively assume that (3.10) holds for all $i \leq n-1 \leq k$. Using Hypotheses (F.W2), (F.W4) and Proposition 2.2.8, note that for $(x, y)$ with
$\mathcal{F}(x, y)=0$, suppressing $(x, y)$ for compactness of notation, we have

$$
\begin{aligned}
& \mathcal{W D}_{x}\left(g_{n}\right)+\mathcal{W D}_{y}\left(g_{n}\right)\left[g_{1}\right]=-\mathcal{W} \mathcal{D}_{x}\left(R\left[Q_{n}^{\mathcal{F}}\right]\right)-\mathcal{W D}_{y}\left(R\left[Q_{n}^{\mathcal{F}}\right]\right)\left[g_{1}\right] \\
& =-\left(\mathcal{W D}_{x} R\right)\left[Q_{n}^{\mathcal{F}}\right]-\left(\mathcal{W D}_{y} R\right)\left[Q_{n}^{\mathcal{F}}, g_{1}\right]-R\left[\mathcal{W D}_{x} Q_{n}^{\mathcal{F}}+\mathcal{W} \mathcal{D}_{y} Q_{n}^{\mathcal{F}}\left[g_{1}\right]\right] \\
& =-R\left[D_{1} D_{2} \mathcal{F}\left[g_{n}\right]+D_{2}^{2} \mathcal{F}\left[g_{1}, g_{n}\right]+\right. \\
& \\
& \quad \mathcal{W D}_{x} Q_{n}^{\mathcal{F}}+\nabla_{b} Q_{n}^{F} \cdot\left(\mathcal{W D}_{x} g_{1}, \ldots, \mathcal{W D}_{x} g_{n-1}\right)+ \\
& \left.\quad \mathcal{W D}_{y} Q_{n}^{\mathcal{F}}\left[g_{1}\right]+\nabla_{b} Q_{n}^{F} \cdot\left(\mathcal{W D}_{y} g_{1}, \ldots, \mathcal{W D}_{y} g_{n-1}\right)\left[g_{1}\right]\right] \\
& =-R\left[D_{1} D_{2} \mathcal{F}\left[g_{n}\right]+D_{2}^{2} \mathcal{F}\left[g_{1}, g_{n}\right]+\right. \\
& =-R\left[Q_{n+1}^{\mathcal{F}}\right]=g_{n+1}
\end{aligned}
$$

This completes the induction.

## Theorem 5.0.15. (Uniqueness of polynomial approximate solutions)

 Let $\mathcal{F}$ as in (F0) satisfying Hypotheses (F.A0) and (F.P1) for some $\gamma>1$ with $k<\gamma \leq k+1$. Choose $0 \leq \sigma^{\prime \prime}<\sigma^{\prime}<\sigma \leq 1$. Given any ( $x_{0}, y_{0}$ ) satisfying (F.PU) with $\mathcal{F}\left(x_{0}, y_{0}\right)=0$ and$$
g_{i}\left(x_{0}, y_{0}\right) \in \operatorname{Sym}_{i}\left(X_{\sigma}, Y_{\sigma^{\prime}}\right) \text { for } 1 \leq i \leq k
$$

such that for all $\Delta \in B_{\sigma}(0, \epsilon)$ one has (5.3) then the $g_{i}$ must satisfy

$$
\begin{equation*}
g_{i}\left(x_{0}, y_{0}\right)+L\left(x_{0}, y_{0}\right)\left[Q_{i}^{\mathcal{F}}\left(x_{0}, y_{0} ; g_{1}, \ldots, g_{i-1}\right)\right]=0 \tag{5.5}
\end{equation*}
$$

where the $Q_{i}^{\mathcal{F}}$ are polynomial as described in Proposition 2.2.8 and $g_{j}$ are used to denote $g_{j}\left(x_{0}, y_{0}\right)$ for $1 \leq j \leq i-1$.

Furthermore, if $\mathcal{F}$ also satisfies (F.P2) then the $g_{i}\left(x_{0}, y_{0}\right)$ are unique and hence have the same form as described in (5.2) of Theorem 5.0.12.

Finally, as in Theorem 5.0.12, if $D_{1}^{i} D_{2}^{j} \mathcal{F}: U_{0}^{\ell} \times V_{0}^{\ell} \rightarrow \sum_{i, j}\left(X_{0}^{q} \times\right.$ $\left.Y_{0}^{q} ; Z_{0}^{q-\alpha}\right)\left(\right.$ or $\left.\Omega_{F}(s) \leq C_{F} s^{-\alpha}\right)$ and $\Omega_{L}(s) \leq C_{L} s^{-\beta *}$ then, provided $q \geq(\alpha+$ $\beta *) k$, (5.5) also holds in $X_{0}^{q} \times Y_{0}^{q}$.

Proof. Equation (5.5), along with the $X_{0}^{q} \times Y_{0}^{q}$ case, follows directly by applying $L$ to (2.26).

To demonstrate that (5.5) implies (5.2), note that up to loss of scale, if $R[v]=w$ then $v=\Delta_{2} \mathcal{F}[R[v]]=\Delta_{2} \mathcal{F}[w]$. Hence $L[v]=L\left[\Delta_{2} \mathcal{F}[w]\right]=w$, i.e. $R[v]=L[v]$, so (5.5) and (5.2) are equivalent.

## Remark 5.0.16. (Formal Power Series "Solutions")

To obtain a formal power series solution around $\left(x_{0}, y_{0}\right)$ in the analytic setting, it is sufficient to have condition (F.P1) for all $\gamma \geq 0$. Then, for an infinite choice of decreasing scales, (5.2) can be used to define the coefficients of a formal power series $g^{\leq \infty}$ (see Definition 2.3.1) which formally solves

$$
\begin{equation*}
\mathcal{F}\left(x+\Delta, g^{\leq \infty}(\Delta)\right)=0 \tag{5.6}
\end{equation*}
$$

i.e. for any $k<\gamma \leq k+1$ the truncated power series (i.e. polynomial) $g^{\leq \leq k}(\Delta)$ solve (5.6) to order $\gamma$.

Obtaining a FPS in $X_{0}^{q} \times Y_{0}^{q}$ is generally not possible due to the fact that each use of (5.2) requires a loose of fixed amount in the $q$ scale.

Finally, one generally cannot establish anything about the convergence of the FPS (especially since determining the coefficients of $g^{\leq \infty}$ requires an infinite choice of decreasing scales).

## Chapter 6

## Solutions in Analytic Spaces

We now turn from the development of (polynomial, formal power series) approximate solutions to $\mathcal{F}(x, g(x))=0$ around $\mathcal{F}\left(x_{0}, y_{0}\right)=0$ to establishing exact solutions. To show the existence of such an implicit function $g$ defined for $x \in \mathcal{C}$ near $x_{0}$, we establish (in Theorem 6.1.1) that for any $y$ with $\mathcal{F}(x, y)$ sufficiently small (in appropriate norm) there existence $y_{\infty}$ satisfying $\mathcal{F}\left(x, y_{\infty}\right)=0$. Theorem 6.1.1 is our "constructive" theorem and, in some sense, it is the key to everything. The basic idea is to balance the rapid convergence of our Newton like iteration scheme against the domain loss at each stage of the iteration in such a way to maintain control throughout this process and obtain convergence. Using this theorem in conjunction with the continuity of $\mathcal{F}$ it is a simple matter to build the implicit function $g$ from individual solutions $y_{\infty}$ (see Corollary 6.1.2).

In Chapter 7 we use the analytic smoothing discussed in Section 4.1 to extend the results of this chapter to the smooth case (i.e. $X_{0}^{q} \times Y_{0}^{q}$ ).

### 6.1 Existence in analytic space via a modified Newton method

Theorem 6.1.1. Given $\mathcal{F}$ as in (F0) satisfying Hypothesis (F.A0),(F.A1) and (F.A2), there exists positive constants $\delta$ and $N$, depending only on $\Omega_{Q}, \Omega_{R}$, $\Omega_{A}$ and $\tau$, such that for any $0<\tau<\tau^{\prime} \leq 1$ and $(x, y) \in \mathcal{C}_{\tau^{\prime}} \times V_{\tau^{\prime}}$ with

$$
\begin{equation*}
\|\mathcal{F}(x, y)\|_{Z_{\tau}} \leq \delta \min \left(1, \operatorname{dist}\left(y, V_{\tau / 2}^{c}\right)\right) \tag{6.1}
\end{equation*}
$$

there exists a $y_{\infty}=y_{\infty}(x, y) \in V_{\tau / 2}$ with

$$
\begin{equation*}
\mathcal{F}\left(x, y_{\infty}\right)=0 \quad \text { and } \quad\left\|y-y_{\infty}\right\|_{Y_{\tau / 2}} \leq N\|\mathcal{F}(x, y)\|_{Z_{\tau}} \tag{6.2}
\end{equation*}
$$

Moreover:
(A) Writing $\Omega_{Q}(s) \equiv C_{Q} \Psi_{Q}(s), \Omega_{R}(s) \equiv C_{R} \Psi_{R}(s)$ and $\Omega_{A}(s) \equiv C_{A} \Psi_{A}(s)$, where $C_{Q}, C_{R}, C_{A}$ are constants and $\Psi_{Q}, \Psi_{R}, \Psi_{A}:(0,1] \rightarrow[1, \infty)$ are functions which "carry the shape" of $\Omega_{Q}, \Omega_{R}, \Omega_{A}$, the constants $\delta$ and $N$ can be chosen as follows

$$
\begin{align*}
\delta & =M_{\delta} \frac{1}{C_{R} \max \left(C_{Q} C_{R}^{2}, C_{A}\right)}  \tag{6.3}\\
N & =M_{N} C_{R} \max \left(C_{Q} C_{R}^{2}, C_{A}\right) \tag{6.4}
\end{align*}
$$

where $M_{\delta}$ and $M_{N}$ are constants which depend only on $\Psi_{Q}, \Psi_{R}$ and $\Psi_{A}$ and $\tau$. Furthermore, choosing $M_{\delta}$ sufficiently small, one can make $M_{\delta} M_{N}=N \delta$ arbitrarily small.
(B) If $\Omega_{Q}(s) \leq C_{Q} s^{-\alpha}, \Omega_{R}(s) \leq C_{R} s^{-\beta}$ and $\Omega_{A}(s) \leq C_{A} s^{-\gamma}$, as in (F.S1) and (F.S2), then the constants $\delta$ and $N$ can be chosen as follows

$$
\begin{align*}
\delta & =M_{\delta} \frac{\tau^{\max (\alpha+2 \beta, \gamma)}}{\max \left(C_{Q} C_{R}^{2}, C_{A}\right)}  \tag{6.5}\\
N & =M_{N} C_{R} \tau^{-\beta} \tag{6.6}
\end{align*}
$$

where $M_{\delta}$ and $M_{N}$ are constants which depend only on $\alpha, \beta$ and $\gamma$. Furthermore, for any $\eta>0, M_{\delta}$ can be chosen so that $N \delta \leq \eta \tau^{\alpha+\beta}$.

A useful application of this point-wise existence is the following:

Corollary 6.1.2. Given $\mathcal{F}$ as in (F0) satisfying Hypothesis (F.A0),(F.A1) and (F.A2), for any $(\bar{x}, \bar{y}) \in \mathcal{C}_{\tau^{\prime}} \times V_{\tau^{\prime}}$ with $\mathcal{F}(\bar{x}, \bar{y})=0$, there exists a positive constant $\epsilon$ and a function

$$
g: \mathcal{C}_{\tau^{\prime}} \cap B_{\tau^{\prime}}(\bar{x}, \epsilon) \rightarrow V_{\tau / 2}
$$

with

$$
\begin{equation*}
\mathcal{F}(x, g(x))=0 \tag{6.7}
\end{equation*}
$$

Proof. Note for $y=\bar{y}$ fixed, the RHS of (6.1) is a constant. By continuity of $\mathcal{F}: U_{\tau^{\prime}} \times V_{\tau^{\prime}} \rightarrow Z_{\tau}$, for $0 \leq \tau<\tau^{\prime} \leq 1$, since $\mathcal{F}(\bar{x}, \bar{y})=0$ there exists a constant $\epsilon>0$ so that, for $x \in B_{\tau^{\prime}}(\bar{x}, \epsilon)$ condition (6.1) is satisfied. Applying Theorem 6.1.1 to the approximate solution $(x, \bar{y})$ with $x \in \mathcal{C}$, we get a $y_{\infty} \in Y_{\tau / 2}$ with $\mathcal{F}\left(x, y_{\infty}(x, \bar{y})\right)=0$. Define $g(x)=y_{\infty}$.

Remark 6.1.3. In the proof of Theorem 6.1.1, the convergence of sequence $y_{n}$ obtained from the modified Newton method is uniform in $\|\mathcal{F}(x, y)\|_{Z}$. Furthermore, all the estimates that appear in the proof of Theorem 6.1.1 are uniform in $x$ and only require $x \in \mathcal{C}$ in order that the right inverse $R$ to exist.

Remark 6.1.3 gives us the following corollary:

Corollary 6.1.4. If, for any $0 \leq \sigma<\sigma^{\prime} \leq 1$, the functions $\mathcal{F}: U_{\sigma^{\prime}} \times V_{\sigma^{\prime}} \rightarrow Z_{\sigma}$ and $R: \mathcal{C}_{\sigma^{\prime}} \times V_{\sigma^{\prime}} \rightarrow L\left(Z_{\sigma^{\prime}}, Y_{\sigma}\right)$ are uniformly continuous then the implicit function

$$
g: \mathcal{C}_{\tau^{\prime}} \cap B_{\tau^{\prime}}(\bar{x}, \epsilon) \rightarrow V_{\tau / 2}
$$

obtained in Corollary 6.1.2 is uniformly continuous.

Proof. If $\mathcal{F}$ and $R$ are uniformly continuous then the Newton map defined by

$$
\mathcal{N}(f)(x)=f(x)-R(x, f(x))[\mathcal{F}(x, f(x))]
$$

maps any uniformly continuous function $f: \mathcal{C}_{\tau^{\prime}} \cap B_{\tau^{\prime}}(\bar{x}, \epsilon) \rightarrow V_{\sigma^{\prime}}$ to a uniformly continuous function $N(f): \mathcal{C}_{\tau^{\prime}} \cap B_{\tau^{\prime}}(\bar{x}, \epsilon) \rightarrow V_{\sigma}$ for $0 \leq \sigma<\sigma^{\prime} \leq \tau^{\prime} \leq 1$. In light of Remark 6.1.3, since $\|\mathcal{F}(x, y)\|_{Z} \leq \epsilon$ viewing the sequence $y_{n}$ as a sequence of functions $g_{n}(x)$ with $g_{0}(x)=\bar{y}$ we have a uniformly convergent sequence of uniformly continuous functions and thus the limit $g(x)=g_{\infty}(x)$ will be uniformly continuous.

Remark 6.1.5. The choice of the $\tau / 2$ scale is arbitrary. It is done primarily to keep notation clean (it also is convenient for generating approximations in
the smooth case). By rescaling, or choosing different scales in the proof of Theorem 6.1.1, one can obtain $y_{\infty} \in Y_{\tau^{\prime \prime}}$ for any $0 \leq \tau^{\prime \prime}<\tau<\tau^{\prime} \leq 1$. The trade-off for choosing $\tau^{\prime \prime}>\tau / 2$ is the corresponding $\delta$ is smaller.

Remark 6.1.6. Extension (A) of Theorem 6.1 .1 is useful for KAM theory for computing the measure of the KAM tori. Informally, the functions $\Omega_{R}$ and $\Omega_{A}$ and the set $\mathcal{C} \subseteq X$ are related to the choice of Diophantine conditions used for the frequency vectors (see for example (8.10) in Section 8.5). One wants to understand how scaling the Diophantine conditions to increase the size of $\mathcal{C}$ (which in turn increases $\Omega_{R}$ and $\Omega_{A}$ ) effects $N$ and, in particular, $\delta$ - which corresponds to the size of the perturbations considered. In [Pös82], while using very different methods, Poschel employs this idea of trading the size of the perturbation for the size of the Cantor set and obtains sharp estimates on the measure of KAM tori. Also see [Neĭ81]

Remark 6.1.7. Extension (B) of Theorem 6.1.1 reflects the growth conditions originally in [Zeh75]. As in [Zeh75], to establish the smooth (i.e. $X_{0}^{q} \times Y_{0}^{q}$ ) existences in Theorem 7.1.1 we repeatedly apply Theorem 6.1.1 to generate a sequence $y_{n} \in V_{\tau_{n}}$ with $\tau_{n}=\left(2^{n} T\right)^{-1}$. The comparison of $y_{n+1}$ to $y_{n}$ uses (6.2), so at each step extension (B) gives us $\delta_{n} N_{n} \leq \eta 2^{n(\alpha+\beta)}$. In Theorem 6.1.1, this is combined with a certain smoothing of $x \in X_{0}^{q}$ to guarantee (using Definition 4.1.4) the sequence $y_{n}$ converges to some $y_{\infty}$ in $Y_{0}^{q-(q *+\beta)}$.

It is possible to establish smooth (i.e. $X_{0}^{q} \times Y_{0}^{q}$ ) existence results under what could be slightly more general conditions by tracking the $\Psi_{\Omega}(\epsilon)$ functions
(see Definition 4.2.5) arising in $\Omega_{Q}, \Omega_{R}$ and $\Omega_{A}$ and requiring a certain combination not exceed $C \epsilon^{-\alpha}$ for some $\alpha$. However, this condition is overly awkward and is left to Question 4 in Appendix A.

Remark 6.1.8. Section 6.3 addresses the question of uniqueness of $y_{\infty}$ (especially uniqueness for different $y$ ).

## Proof of Theorem 6.1.1

Let $\mathcal{F}$ as in (F0) satisfying Hypothesis (F.A0),(F.A1) and (F.A2) be given. The solution $y_{\infty}=y_{\infty}(x, y)$ to $\mathcal{F}\left(x, y_{\infty}\right)=0$ is constructed by establishing the convergence of a "modified" Newton sequence $\left\{y_{n}\right\}$, defined inductively using the recurrence

$$
\begin{equation*}
y_{n+1} \equiv y_{n}-R\left(x, y_{n}\right)\left[\mathcal{F}\left(x, y_{n}\right)\right] \tag{6.8}
\end{equation*}
$$

First, we develop "a priori" estimates for sequences satisfying (6.8). As discussed in Section 4.2 (see Remark 4.2.17) the definition of the BrjunoRüssmann condition is motivated primarily by these estimates. The second step of our proof is to use these "a priori" estimates and show that, provided $\|\mathcal{F}(x, y)\|_{Z_{\tau}}$ is sufficiently small, taking $y_{0} \equiv y \in V_{\tau}$ and using (6.8), the sequence $\left\{y_{n}\right\}_{n=0}^{\infty}$ not only remains in $V_{0}$ (in fact $\left\|y_{n}-y\right\|_{Y_{\tau / 2}} \leq$ $\left.N\|\mathcal{F}(x, y)\|_{Z_{\tau}}\right)$ but in fact converges to some $y_{\infty}$ in $V_{\tau / 2}$ with $\mathcal{F}\left(x, y_{\infty}\right)=0$ (and $\left.\left\|y_{\infty}-y\right\|_{Y_{\tau / 2}} \leq N\|\mathcal{F}(x, y)\|_{Z_{\tau}}\right)$.

Given $y_{n}$ and $y_{n+1}$ satisfying (6.8), we have that $\mathcal{F}: U_{\sigma} \times V_{\sigma} \rightarrow Z_{\sigma^{\prime}}$ and $R: \mathcal{C}_{\sigma} \times V_{\sigma} \rightarrow L\left(Z_{\sigma}, Y_{\sigma^{\prime}}\right)$ for $0 \leq \sigma^{\prime}<\sigma \leq 1$, if $y_{n} \in V_{\sigma_{n}}$ then one must
consider $R\left(x, y_{n}\right)\left[\mathcal{F}\left(x, y_{n}\right)\right]$, and thus $y_{n+1}$, in $Y_{\sigma_{n+1}}$ for $0 \leq \sigma_{n+1}<\sigma_{n} \leq 1$.
By Proposition 4.2.2, we can use the same sequence $\left\{\delta_{n}\right\}_{n=0}^{\infty}$ for condition (4.9) in the definition for the Brjuno-Rüssmann conditions for $\Omega_{Q}, \Omega_{R}$ and $\Omega_{A}$. Furthermore, by Proposition 4.2.4 one can assume $\sum_{n=1}^{\infty} \delta_{n}<(\tau / 4)$. Define $\sigma_{n}$ by

$$
\begin{equation*}
\sigma_{n} \equiv \tau-2\left(\sum_{i=1}^{n} \delta_{i-1}\right) \tag{6.9}
\end{equation*}
$$

Let $\tau_{n}=\sigma_{n}-\delta_{n}$ and note

$$
(\tau / 2)<\cdots<\sigma_{n+1}<\tau_{n}<\sigma_{n}<\cdots<\sigma_{0}=\tau
$$

With these scales, we will consider

$$
y_{n} \in Y_{\sigma_{n}}, \quad \mathcal{F}\left(x, y_{n}\right) \in Z_{\tau_{n}}, \quad \text { and } \quad R\left(x, y_{n}\right)\left[\mathcal{F}\left(x, y_{n}\right)\right] \in Y_{\sigma_{n}-2 \delta_{n}}
$$

To establish a priori bounds on $y_{n}$, we establish estimates of $\left\|y_{n+1}-y_{n}\right\|_{X_{\sigma_{n+1}}}$. Since

$$
y_{n+1}-y_{n}=-R\left(x, y_{n}\right)\left[\mathcal{F}\left(x, y_{n}\right)\right]
$$

using (4.32) it suffices to estimate $\left\|\mathcal{F}\left(x, y_{n}\right)\right\|_{X_{\tau_{n}}}$. Note that one has the identity

$$
\begin{align*}
\mathcal{F}\left(x, y_{n+1}\right)= & \underbrace{\mathcal{F}\left(x, y_{n+1}\right)-\mathcal{F}\left(x, y_{n}\right)-D_{2} \mathcal{F}\left(x, y_{n}\right)\left[y_{n+1}-y_{n}\right]}_{(i)}  \tag{6.10}\\
& +\underbrace{\mathcal{F}\left(x, y_{n}\right)+D_{2} \mathcal{F}\left(x, y_{n}\right)\left[y_{n+1}-y_{n}\right]}_{(i i)}
\end{align*}
$$

We note $(i)$ has the form of the quadratic remainder $Q$ defined in (4.30) and since $y_{n+1}-y_{n}=-R\left(x, y_{n}\right)\left[\mathcal{F}\left(x, y_{n}\right)\right]$, applying (4.31) and (4.32) we get

$$
\begin{align*}
\|(i)\|_{{\tau_{n}+1}^{1}} & =\left\|Q\left(x ; y_{n+1}, y_{n}\right)\right\|_{Z_{\sigma_{n+1}-\delta_{n+1}}}  \tag{6.11}\\
& \leq \Omega_{Q}\left(\delta_{n+1}\right)\left\|R\left(x, y_{n}\right)\left[\mathcal{F}\left(x, y_{n}\right)\right]\right\|_{Y_{\sigma_{n+1}}}^{2} \\
& \leq \Omega_{Q}\left(\delta_{n+1}\right)\left(\Omega_{R}\left(\delta_{n}\right)\right)^{2}\left\|\mathcal{F}\left(x, y_{n}\right)\right\|_{Y_{\tau_{n}}}^{2}
\end{align*}
$$

Similarly, since $y_{n+1}-y_{n}=-R\left(x, y_{n}\right)\left[\mathcal{F}\left(x, y_{n}\right)\right]$ using (4.33) we get

$$
\begin{align*}
\|(i i)\|_{{\tau_{n}+1}} & =\left\|\mathcal{F}\left(x, y_{n}\right)-D_{2} \mathcal{F}\left(x, y_{n}\right)\left[R\left(x, y_{n}\right)\left[\mathcal{F}\left(x, y_{n}\right)\right]\right]\right\|_{Z_{\tau_{n}-\delta_{n}-\delta_{n+1}}}  \tag{6.12}\\
& \leq \Omega_{A}\left(\delta_{n}+\delta_{n+1}\right)\left\|\mathcal{F}\left(x, y_{n}\right)\right\|_{Z_{\tau_{n}}}^{2}
\end{align*}
$$

Combining (6.11) and (6.12) yields

$$
\begin{equation*}
\left\|\mathcal{F}\left(x, y_{n+1}\right)\right\|_{Z_{\tau_{n+1}}} \leq \underbrace{\left(\Omega_{Q}\left(\delta_{n+1}\right)\left(\Omega_{R}\left(\delta_{n}\right)\right)^{2}+\Omega_{A}\left(\delta_{n}+\delta_{n+1}\right)\right)}_{=C(n)}\left\|\mathcal{F}\left(x, y_{n}\right)\right\|_{Z_{\tau_{n}}}^{2} \tag{6.13}
\end{equation*}
$$

Defining

$$
\begin{equation*}
C(n) \equiv\left(\Omega_{Q}\left(\delta_{n+1}\right)\left(\Omega_{R}\left(\delta_{n}\right)\right)^{2}+\Omega_{A}\left(\delta_{n}+\delta_{n+1}\right)\right) \tag{6.14}
\end{equation*}
$$

and

$$
\epsilon_{n}=\left\|\mathcal{F}\left(x, y_{n}\right)\right\|_{Z_{\tau_{n}}}
$$

estimate (6.13) has the same form as (4.15) in Section 4.2 and, as noted in Remark 4.2.17, using Proposition 4.2.13 the Brjuno-Rüssmann conditions for $\Omega_{Q}, \Omega_{R}$ and $\Omega_{A}$ guarantee that $C(n)$ as defined in (6.14) will satisfy property (C1).

We are now ready to apply our "a priori" estimates to establish that $y_{n}$ defined inductively by (6.8) not only remains in $V_{\tau / 2}$ but in fact converges in $V_{\tau / 2}$ to some $y_{\infty}$ satisfying the desired properties. We begin by determining $N$ and, more importantly, $\delta$.

As noted above, the sequence $C(n)$ defined in (6.14) satisfies property (C1), i.e. there is a constant $M_{C}>1$ with

$$
\begin{equation*}
\sum_{i=0}^{\infty} 2^{-(i+1)} \log (C(i)) \leq \log \left(M_{C}\right)<\infty \tag{6.15}
\end{equation*}
$$

Since $\Omega_{R}$ satisfies the Brjuno-Rüssmann condition on $\left\{\delta_{n}\right\}$, by Remark 4.2.17 the sequence $\Omega_{R}\left(\delta_{n}\right)$ will also satisfy (C1). Hence, by Proposition 4.2.14, there is a constant $R_{\Omega}>1$ so that

$$
\begin{equation*}
\Omega_{R}\left(\delta_{n}\right) \leq\left(R_{\Omega}\right)^{2^{n}} \tag{6.16}
\end{equation*}
$$

Using $M_{C} \geq 1$ and $R_{\Omega} \geq 1$ choose positive constants $\delta$ and $N$ satisfying

$$
\begin{align*}
\delta & \leq \frac{1}{3 R_{\Omega} M_{C}}  \tag{6.17}\\
N & =\frac{3 R_{\Omega} M_{C}}{2} \tag{6.18}
\end{align*}
$$

Given $(x, y) \in \mathcal{C}_{\tau} \times V_{\tau}$ satisfying (6.1), i.e.

$$
\|\mathcal{F}(x, y)\|_{Z_{\tau}}<\delta \min \left(1, \operatorname{dist}\left(y, V_{\tau / 2}^{c}\right)\right)
$$

define $y_{0}=y \in V_{\sigma_{0}}$. Provided $y_{n} \in V_{\sigma_{n}}$, use (6.8) to inductively define $y_{n+1}$ in terms of $y_{n}$. One can apply the a priori estimate (6.13) and Lemma 4.2.11, with $\epsilon_{n}=\left\|\mathcal{F}\left(x, y_{n}\right)\right\|_{Z_{\tau_{n}}}$, to get

$$
\begin{equation*}
\left\|\mathcal{F}\left(x, y_{n}\right)\right\|_{Z_{\tau_{n}}}=\epsilon_{n} \leq\left(\epsilon_{0} M_{C}\right)^{2^{n}} \tag{6.19}
\end{equation*}
$$

Applying (4.32) to $y_{n+1}-y_{n}=-R\left(x, y_{n}\right)\left[\mathcal{F}\left(x, y_{n}\right)\right]$, and combining with (6.19) and (6.16) one has

$$
\begin{equation*}
\left\|y_{n+1}-y_{n}\right\|_{Y_{\sigma_{n+1}}} \leq\left(\epsilon_{0} R_{\Omega} M_{C}\right)^{2^{n}} \tag{6.20}
\end{equation*}
$$

Note, since $\epsilon_{0} R_{\Omega} M_{C} \leq 1 / 3$, we have

$$
\sum_{i=0}^{n}\left(\epsilon_{0} R_{\Omega} M_{C}\right)^{2^{i}} \leq \epsilon_{0} R_{\Omega} M_{C} \underbrace{\left(\sum_{i=0}^{n}\left(\frac{1}{3}\right)^{2^{i}-1}\right)}_{\leq 3 / 2} \leq \epsilon_{0} N
$$

and combining this with (6.20) we get

$$
\begin{equation*}
\sum_{i=0}^{n}\left\|y_{i+1}-y_{i}\right\|_{Y_{\sigma_{i+1}}} \leq \epsilon_{0} N \tag{6.21}
\end{equation*}
$$

Using a telescoping series, (6.21) gives us

$$
\begin{equation*}
\left\|y_{n+1}-y_{0}\right\|_{Y_{\sigma_{n+1}}} \leq N\|\mathcal{F}(x, y)\|_{Z_{\tau}} \tag{6.22}
\end{equation*}
$$

Also, since $\epsilon_{0} \leq \delta \operatorname{dist}\left(y, V_{\tau / 2}^{c}\right)$, from (6.21) we get

$$
\begin{equation*}
\left\|y_{n+1}-y_{0}\right\|_{Y_{\sigma_{n+1}}} \leq \frac{1}{2} \min \left(1, \operatorname{dist}\left(y, V_{\tau / 2}^{c}\right)\right) \tag{6.23}
\end{equation*}
$$

so $y_{n+1} \in V_{\sigma_{n+1}}$ and therefore $y_{n}$ can be defined inductively for all $n$.
To establish the convergence of $\left\{y_{n}\right\}$ in $Y_{(\tau / 2)}$, using the inclusion of $Y_{\sigma_{n+1}} \rightarrow Y_{(\tau / 2)}$, inequality (6.21) gives

$$
\sum_{i=0}^{\infty}\left\|y_{i+1}-y_{i}\right\|_{Y_{(\tau / 2)}} \leq \epsilon_{0} N
$$

so the sequence $y_{n}$ is Cauchy in $Y_{(\tau / 2)}$ and hence converges to some $y_{\infty}$. Using the inclusion and taking $n \rightarrow \infty$ in (6.22) and (6.23) we get

$$
\left\|y_{\infty}-y\right\|_{Y_{(\tau / 2)}} \leq N\|\mathcal{F}(x, y)\|_{Z_{\tau}}
$$

so $y_{\infty}$ satisfies inequality (6.2), and

$$
\left\|y_{\infty}-y\right\|_{Y_{(\tau / 2)}} \leq \frac{1}{2} \min \left(1, \operatorname{dist}\left(y, V_{\tau / 2}^{c}\right)\right)
$$

so $y_{\infty} \in V_{\tau / 2}$. Finally, by Hypothesis (F.A0), $\mathcal{F}: U_{\tau / 2} \times V_{\tau / 2} \rightarrow Z_{0}$ is continuous and hence

$$
\begin{equation*}
\left\|\mathcal{F}\left(x, y_{\infty}\right)\right\|_{z_{0}}=\lim _{n \rightarrow \infty}\left\|\mathcal{F}\left(x, y_{n}\right)\right\|_{z_{0}} \leq \lim _{n \rightarrow \infty} \epsilon_{n}=0 \tag{6.24}
\end{equation*}
$$

and thus $\mathcal{F}\left(x, y_{\infty}\right)=0$, which is the other half of (6.2).
To establish extension (A), writing

$$
\begin{aligned}
& \Omega_{Q}(s) \equiv C_{Q} \Psi_{Q}(s) \\
& \Omega_{R}(s) \equiv C_{R} \Psi_{R}(s)
\end{aligned}
$$

and

$$
\Omega_{A}(s) \equiv C_{A} \Psi_{A}(s)
$$

the functions $\Psi_{Q}, \Psi_{R}$ and $\Psi_{A}$ will satisfy the Brjuno-Rüssmann condition so on some $\left\{\delta_{n}\right\}_{n=0}^{\infty}$ the sequence

$$
\begin{equation*}
C^{*}(n) \equiv\left(\Psi_{Q}\left(\delta_{n+1}\right)\left(\Psi_{R}\left(\delta_{n}\right)\right)^{2}+\Psi_{A}\left(\delta_{n}+\delta_{n+1}\right)\right) \tag{6.25}
\end{equation*}
$$

will satisfy property (C1), i.e. there is a constant $M_{C *} \geq 1$ such that

$$
\begin{equation*}
\sum_{i=0}^{\infty} 2^{-(i+1)} \log \left(C^{*}(i)\right) \leq \log \left(M_{C *}\right)<\infty \tag{6.26}
\end{equation*}
$$

Note that $C(n) \leq \max \left(C_{Q} C_{R}^{2}, C_{A}\right) C^{*}(n)$ so the constant

$$
\begin{equation*}
M_{C}=\max \left(C_{Q} C_{R}^{2}, C_{A}\right) M_{C *} \tag{6.27}
\end{equation*}
$$

will satisfy (6.15).
We also note that since $\Psi_{R}$ satisfies the Brjuno-Rüssmann condition on $\left\{\delta_{n}\right\}_{n=0}^{\infty}$, there is a constant $R_{\Psi} \geq 1$ with

$$
\begin{equation*}
\Psi_{R}\left(\delta_{n}\right) \leq\left(R_{\Psi}\right)^{2^{n}} \tag{6.28}
\end{equation*}
$$

and, since $C_{R} \geq 1$, we have $\Omega_{R}\left(\delta_{n}\right) \leq\left(C_{R} R_{\Psi}\right)^{2^{n}}$ so the constant

$$
\begin{equation*}
R_{\Omega}=C_{R} R_{\Psi} \tag{6.29}
\end{equation*}
$$

will satisfy (6.16). Substituting (6.27), (6.29) into (6.17), (6.18) and taking $M_{\delta} \leq \frac{1}{3 R_{\Psi} M_{C^{*}}}$ and $M_{\delta}=\frac{3 R_{\Psi} M_{C^{*}}}{2}$, we get (6.3), (6.4). This proves extension (A).

To establish extension (B), we will use the power growth estimates of $\Omega_{Q}, \Omega_{R}, \Omega_{A}$ to improve estimates (6.19), (6.20) and (6.21). Note that with $\Omega_{Q}(s) \leq C_{Q} s^{-\alpha}, \Omega_{R}(s) \leq C_{R} s^{-\beta}$ and $\Omega_{A}(s) \leq C_{A} s^{-\gamma}$, taking $\delta_{n} \equiv 2^{-n}(\tau / 4)$ we can estimate $C(n)$, as defined in (6.14), by

$$
\begin{align*}
C(n) & \leq 2^{\alpha} C_{Q} C_{R}^{2}(\tau / 4)^{-\alpha-2 \beta} 2^{n(\alpha+2 \beta)}+C_{A}(\tau / 4)^{-\gamma} 2^{n \gamma}  \tag{6.30}\\
& \leq(\underbrace{A^{*} \frac{\max \left(C_{Q} C_{R}^{2}, C_{A}\right)}{\tau^{\max (\alpha+2 \beta, \gamma)}}}_{=A})(\underbrace{2^{\max (\alpha+2 \beta, \gamma)}}_{=B})^{n}
\end{align*}
$$

for some constant $A^{*} \geq 1$ which does not depend on $C_{Q}, C_{R}, C_{A}$ or $\tau$ but only on $\alpha, \beta, \gamma$. Using $A$ and $B$, let $\delta$ and $N$ satisfying

$$
\begin{align*}
\delta & \leq \frac{1}{3 A B}=\left(\frac{1}{3 A^{*} B}\right) \frac{\tau^{\max (\alpha+2 \beta, \gamma)}}{\max \left(C_{Q} C_{R}^{2}, C_{A}\right)}  \tag{6.31}\\
N & =\left(\frac{3 B}{2}\right) C_{R} \tau^{-\beta} \tag{6.32}
\end{align*}
$$

be given. Note that taking $M_{\delta} \leq \frac{1}{3 A^{*} B}$ and $M_{N}=\frac{3 A^{*} B}{2}$ then $\delta$ and $N$ defined in (6.5) and (6.6) will satisfy (6.31) and (6.32). Choosing $M_{\delta}$ sufficiently small so that $M_{\delta} M_{N} \leq \eta$, since

$$
\frac{\tau^{\max (\alpha+2 \beta, \gamma)}}{\max \left(C_{Q} C_{R}^{2}, C_{A}\right)} C_{R} \tau^{-\beta} \leq \tau^{\alpha+\beta}
$$

one has $\delta N \leq \eta \tau^{\alpha+\beta}$.
Using (6.30) and applying Corollary 4.2.12 as in (4.21) from Example 4.2.16 one has

$$
\begin{equation*}
\left\|\mathcal{F}\left(x, y_{n}\right)\right\|_{Z_{\tau_{n}}}=\epsilon_{n} \leq\left(\epsilon_{0} D(n)\right)^{2^{n}}=\frac{\left(\epsilon_{0} A B\right)^{2^{n}}}{A B^{(n+1)}} \tag{6.33}
\end{equation*}
$$

This improves (6.19). Combining the estimate (which is significantly better than (6.16))

$$
\Omega_{R}\left(\delta_{n}\right) \leq C_{R}\left(\frac{2^{-n} \tau}{4}\right)^{-\beta}
$$

(which is significantly better than (6.16)) with (6.33) we can improve estimate (6.20) and get

$$
\begin{equation*}
\left\|y_{n+1}-y_{n}\right\|_{Y_{\sigma_{n+1}}} \leq \underbrace{\left(2^{\beta} \frac{C_{R} \tau^{-\beta}}{A}\right)}_{\leq 1} \underbrace{\left(\frac{2^{\beta}}{B}\right)^{n+1}}_{\leq 1}\left(\epsilon_{0} A B\right)^{2^{n}} \tag{6.34}
\end{equation*}
$$

Similarly, we can improve (6.21) to

$$
\begin{equation*}
\sum_{i=0}^{n}\left\|y_{i+1}-y_{i}\right\|_{Y_{\sigma_{i+1}}} \leq \epsilon_{0} B C_{R} \tau^{-\beta} \underbrace{\left(\sum_{i=0}^{n}\left(\epsilon_{0} A B\right)^{2^{i}-1}\right)}_{\leq 3 / 2} \tag{6.35}
\end{equation*}
$$

and using $\epsilon_{0} \leq \delta \operatorname{dist}\left(y, V_{\tau / 2}^{c}\right)$, with $\delta$ as in (6.31), we again get (6.23) so $y_{n+1} \in V_{\sigma_{n+1}}$ and the inductive definition of the sequence $\left\{y_{n}\right\}$ can be carried
out for all $n$. Using the inclusion of $Y_{\sigma_{i+1}} \rightarrow Y_{\tau / 2}$ in (6.35) we again have that $y_{i}$ is Cauchy in $Y_{\tau / 2}$ and its limit $y_{\infty}$ satisfies

$$
\begin{equation*}
\left\|y-y_{\infty}\right\|_{Y_{(\tau / 2)}} \leq \underbrace{\left(\frac{3 B}{2}\right) C_{R} \tau^{-\beta}}_{=N}\|\mathcal{F}(x, y)\|_{Z_{\tau}} \tag{6.36}
\end{equation*}
$$

From (6.23) we again have so $y_{\infty} \in V_{\tau / 2}$ and using the continuity of $\mathcal{F}(x, \cdot)$ we have (6.24) so $\mathcal{F}\left(x, y_{\infty}\right)=0$. This establishes extension (B) and completes the proof of Theorem 6.1.1.

Remark 6.1.9. In Section 7.1 these results (Theorem 6.1.1) are extended to the smooth case (i.e. $X_{0}^{q} \times Y_{0}^{q}$ ) using the analytic smoothing discuss in Section 4.1 (see Theorem 7.1.1).

### 6.2 Whitney Regularity in analytic spaces

We now establish implicit solutions with Whitney regularity.
Theorem 6.2.1. Let $\mathcal{F}$ satisfying Hypothesis (F.W1), (F.W2) and (F.W3).
For any $(\bar{x}, \bar{y}) \in U_{\tau} \times V_{\tau}$ with $\mathcal{F}(\bar{x}, \bar{y})=0$, there exists

$$
\bar{\epsilon}>0 \quad \text { and } \quad g \in C_{W h t}^{\gamma}\left(\mathcal{C}_{\tau} \cap B_{\tau}(\bar{x}, \bar{\epsilon}), Y_{\tau / 2}\right)
$$

with $g: \mathcal{C}_{\tau} \cap B_{\tau}(\bar{x}, \bar{\epsilon}) \rightarrow V_{\tau / 2}$ such that $\mathcal{F}(x, g(x))=0$.

Proof. As in Corollary 6.1.2, the proof is simply an application of Theorem 6.1.1. However, we twist around the role played by $x \in X_{\sigma}$. Specifically, using the notation $C_{W h t}^{\gamma}(A, Y)$ described in Definition 3.1.1, for fixed $\gamma>1$,
$k<\gamma \leq k+1$, given any $(\bar{x}, \bar{y}) \in \mathcal{C}_{\tau} \times V_{\tau}$ satisfying $\mathcal{F}(\bar{x}, \bar{y})=0$, fix $\bar{\epsilon}>0$ and define the one parameter families of Banach spaces

$$
\mathbb{X}_{\sigma}=\{0\}, \quad \mathbb{Y}_{\sigma}=C_{W h t}^{\gamma}\left(\mathcal{C} \cap B_{X_{\tau}}(\bar{x}, \bar{\epsilon}), Y_{\sigma}\right), \quad \mathbb{Z}_{\sigma}=C_{W h t}^{\gamma}\left(\mathcal{C} \cap B_{X_{\tau}}(\bar{x}, \bar{\epsilon}), Z_{\sigma}\right)
$$

for $0 \leq \sigma<\tau \leq 1$. Note that in our definitions of $\mathbb{X}_{\sigma}, \mathbb{Y}_{\sigma}$ and $\mathbb{Z}_{\sigma}$, we have made $\mathbb{X}_{\sigma}$ trivial and placed the $x \in \mathcal{C}_{\sigma} \cap X_{\sigma}$ dependence as part of $\mathbb{Y}_{\sigma}$ and $\mathbb{Z}_{\sigma}$.

Let $\overline{\mathbf{x}}=0 \in \mathbb{X}_{\sigma}, \overline{\mathbf{y}} \in \mathbb{Y}_{\sigma}$ with $\overline{\mathbf{y}}(x)=g^{\leq k}(\bar{x}, \bar{y} ; x-\bar{x})$ and define the subsets

$$
\mathbb{U}_{0}=\{0\} \subseteq \mathbb{X}_{0}, \quad \mathbb{V}_{0}=B_{\mathbb{Y}_{0}}(\overline{\mathbf{y}}, \bar{\epsilon}) \subseteq \mathbb{Y}_{0}
$$

For $0 \leq \sigma^{\prime}<\sigma<\tau$, define $\mathbf{z}(x)=F(x, \mathbf{y}(x))$ and note that by Theorem 3.1.8 for $\mathbf{y} \in \mathbb{V}_{\sigma}$, using (F.W1) we get $\mathbf{z} \in \mathbb{Z}_{\sigma^{\prime}}$. Furthermore, (3.8) gives us

$$
\mathbb{F}: \mathbb{U}_{\sigma} \times \mathbb{V}_{\sigma} \rightarrow \mathbb{Z}_{\sigma^{\prime}}
$$

is continuous for every $0 \leq \sigma^{\prime}<\sigma<\tau$, i.e. $\mathbb{F}$ satisfies Hypothesis (F.A0).
Furthermore, note that by (3.9) $\mathbb{F}$ is differentiable in $\mathbb{Y}$ with

$$
D_{2} \mathbb{F}(\mathbf{x}, \mathbf{y})[\mathbf{v}](x)=D_{2} \mathcal{F}(x, \mathbf{y}(x))[\mathbf{v}(x)]
$$

and with

$$
\left\|\mathbb{Q}\left(\mathbf{x} ; \mathbf{y}_{1}, \mathbf{y}_{2}\right)\right\|_{\mathbb{Z}_{\sigma^{\prime}}} \leq \Omega_{\mathbb{Q}}\left(\sigma-\sigma^{\prime}\right)\left\|\mathbf{y}_{1}-\mathbf{y}_{2}\right\|_{\mathbb{Y}_{\sigma}}^{2}
$$

for $\mathbb{Q}\left(\mathbf{x} ; \mathbf{y}_{1}, \mathbf{y}_{2}\right)=\mathbb{F}\left(\mathbf{x}, \mathbf{y}_{1}\right)-\mathbb{F}\left(\mathbf{x}, \mathbf{y}_{2}\right)-D_{2} \mathbb{F}\left(\mathbf{x}, \mathbf{y}_{2}\right)\left[\mathbf{y}_{1}-\mathbf{y}_{2}\right]$ and $\Omega_{\mathbb{Q}}=M_{\bar{\epsilon}} \Omega_{F}$. Thus, $\mathbb{F}$ satisfies (F.A1).

In a similar manner, for $0 \leq \sigma^{\prime}<\sigma<\tau$, given $\mathbf{y} \in \mathbb{V}_{\sigma}$ and $\mathbf{v} \in \mathbb{Z}_{\sigma^{\prime}}$, using (F.W2) we can define $\mathbb{R}(\mathbf{x} ; \mathbf{y})[\mathbf{z}](x)=R(x, \mathbf{y}(x))[\mathbf{z}(x)]$ and by Theorem 3.1.8 we get

$$
\mathbb{R}: \mathbb{U}_{\sigma} \times \mathbb{V}_{\sigma} \rightarrow L\left(\mathbb{Z}_{\sigma}, \mathbb{Y}_{\sigma^{\prime}}\right)
$$

Note that using (4.35) we get

$$
\|\mathbb{R}(\mathbf{x}, \mathbf{y})[\mathbf{v}]\|_{\mathbb{Y}_{\sigma^{\prime}}} \leq \Omega_{\mathbb{R}}\left(\sigma-\sigma^{\prime}\right)\|\mathbf{v}\|_{\mathbb{Z}_{\sigma}}
$$

with $\Omega_{\mathbb{R}}=M_{\bar{\epsilon}} \Omega_{R}$. Furthermore, from (4.36) we get

$$
\left\|\left[\operatorname{Id}-D_{2} \mathbb{F}(\mathbf{x}, \mathbf{y}) \mathbb{R}(\mathbf{x}, \mathbf{y})\right][\mathbf{v}]\right\|_{\mathbb{Z}_{\sigma^{\prime}}} \leq \Omega_{\mathbb{A}}\left(\sigma-\sigma^{\prime}\right)\|\mathbb{F}(\mathbf{x}, \mathbf{y})\|_{\mathbb{Z}_{\sigma}}\|\mathbf{v}\|_{\mathbb{Z}_{\sigma}}
$$

with $\Omega_{\mathbb{A}}=M_{\bar{\epsilon}} \Omega_{A}$ and thus $\mathbb{R}$ satisfies (F.A2).
In order to apply Theorem 6.1.1, all that remains is to show

$$
\|\mathbb{F}(0, \overline{\mathbf{y}})\|_{\mathbb{Z}_{\tau}} \leq \delta \operatorname{dist}\left(\mathbf{y}, \mathbb{V}_{\tau / 2}^{c}\right)
$$

Take $\bar{\delta}=\delta \operatorname{dist}\left(\mathbf{y}, \mathbb{V}_{\tau / 2}^{c}\right)$ for a fixed $\bar{\epsilon}$ for and note as $\bar{\epsilon}$ decreases so does $\delta \operatorname{dist}\left(\mathbf{y}, \mathbb{V}_{\tau / 2}^{c}\right)$, hence it is sufficient if we can establish

$$
\begin{equation*}
\|\mathbb{F}(0, \overline{\mathbf{y}})\|_{\mathbb{Z}_{\tau}} \leq \bar{\delta} \tag{6.37}
\end{equation*}
$$

for $\bar{\epsilon}$ sufficiently small.
Note that, for $0 \leq i \leq k, \mathcal{W D}_{x}^{i} \mathbb{F}(0, \overline{\mathbf{y}})(\bar{x})=0$ and thus, with $\bar{\epsilon}$ sufficiently small we can ensure $\left|\mathcal{W} \mathcal{D}_{x}^{i} \mathbb{F}(0, \overline{\mathbf{y}})(x)\right| \leq \bar{\delta}$ for all $x \in \mathcal{C}_{\tau} \cap B_{X_{\tau}}(\bar{x}, \bar{\epsilon})$ and thus (6.37) holds.

Applying of Theorem 6.1.1, we obtain $\mathbf{y}_{\infty}$ with $\mathbb{F}\left(\overline{\mathbf{x}}, \mathbf{y}_{\infty}\right)=0$. Unrolling this, we have $\mathbb{F}\left(\overline{\mathbf{x}}, \mathbf{y}_{\infty}\right)(x)=\mathcal{F}\left(x, \mathbf{y}_{\infty}(x)\right)=0$ for all $x \in \mathcal{C}_{\tau} \cap B_{X_{\tau}}(\bar{x}, \bar{\epsilon})$ and hence $g=\mathbf{y}_{\infty}$ is our desired $C_{W h t}^{\gamma}$ implicit function.

Remark 6.2.2. Note that if one replaces $\bar{y}$ with $g^{\leq k}(\bar{x}, \bar{y} ; x-\bar{x})$ in Corollary 6.1.2 and restricts $\epsilon$ to the (possibly smaller) $\bar{\epsilon}$, the iterations of Theorem 6.1.1 to obtain in Corollary 6.1.2 actually coincide with the iterations $\mathbf{y}_{n}$ of Theorem 6.1.1 used to obtain Theorem 6.2.1. Hence, the function $\mathbf{y}_{\infty}$ obtained in Theorem 6.2.1 and $g$ from Corollary 6.1.2 coincide.

Given that the zeros of $\mathcal{F}$ are isolated (that is $\mathcal{F}$ has some local uniqueness in $y$ for solutions $\mathcal{F}(x, y)=0$ ) we have the following alternative approach to establish the Whitney regularity of any function $g$ which solves $\mathcal{F}(x, g(x))=0$ by explicitly verify the estimates for the Whitney Regularity of $g$ :

Theorem 6.2.3. Let $\mathcal{F}$ be given as in (F0) satisfying the additional Hypotheses (F.A0), (F.A1) and (F.A2).

Assume $\mathcal{F}$ has local uniqueness in $y$ for solutions $\mathcal{F}(x, y)=0$. If $\mathcal{F}$ also satisfies (F.W1) and (F.W2) for some $\gamma>1, k<\gamma \leq k+1$, and either:
(a) $\mathcal{C}$ has the $\gamma$ density property described in Definition 3.2.5, or
(b) $R$ satisfies (F.W4)
then given any function

$$
g: \mathcal{C}_{\tau^{\prime}} \cap B_{\tau^{\prime}}(\bar{x}, \epsilon) \rightarrow V_{\tau / 2}
$$

with $\mathcal{F}(x, g(x))=0$ is $C_{W h t}^{\gamma}$ with the $k$-jet of $g$ having the same form as the coefficients $g_{i}\left(x_{0}, g\left(x_{0}\right)\right)$ of the polynomial approximate solutions defined in (5.2) of Theorem 5.0.12.

Proof. Fix $x$ and using $(\bar{x}, \bar{y})=(x, g(x))$ apply Theorem 5.0.12 to construct $g^{\leq k}(x, g(x) ; \delta)$. For $\Delta$ sufficiently small, taking $\sigma<\tau / 2$ by Theorem 5.0.12

$$
\begin{equation*}
\left\|\mathcal{F}\left(x+\Delta, g^{\leq k}(x)(x, g(x) ; \Delta)\right)\right\|_{Z_{\sigma}} \leq M\|\Delta\|_{X_{\tau / 2}}^{\gamma} \tag{6.38}
\end{equation*}
$$

Provided $x+\Delta \in \mathcal{C}$, (6.38) allows us to apply Theorem 6.1.1 and obtain $y_{\infty}$ with $\mathcal{F}\left(x+\Delta, y_{\infty}\right)=0$ and

$$
\begin{equation*}
\left\|y_{\infty}-g_{0}^{\leq k}(x, g(x) ; \Delta)\right\|_{Z_{\sigma}} \leq \eta N M\|\Delta\|_{X_{\sigma / 2}}^{\gamma} \tag{6.39}
\end{equation*}
$$

With local uniqueness (for example Corollary 6.3.2) since

$$
\mathcal{F}(x+\Delta, g(x+\Delta))=0
$$

we have $y_{\infty}=g(x+\Delta)$. Substituting this into (6.39) we have

$$
\begin{equation*}
\left\|g(x+\Delta)-g_{0}^{\leq k}(x, g(x) ; \Delta)\right\|_{Z_{\sigma / 2}} \leq \eta N M\|\Delta\|_{X_{\tau}}^{\gamma} \tag{6.40}
\end{equation*}
$$

If we are in case (a) of the theorem, combining (6.40) with the Whitney Verification Lemma II (Lemma 3.2.6) gives us that $g \in C_{W h t}^{\gamma}$. On the other hand, given case (b) we can combine (6.40) with the Whitney Verification Lemma I (Lemma 3.1.10) and again obtain that $g \in C_{W h t}^{\gamma}$.

### 6.3 Uniqueness in analytic spaces

Now we consider the question of uniqueness for solutions in the analytic spaces.

Theorem 6.3.1. Let $\mathcal{F}$ as in (F0) satisfying all Hypothesis (F.A0), (F.A1) and (F.AU). There exists constant $\epsilon>0$ (depending only on $\tau, \Omega_{Q}$ and $\Omega_{L}$ ) such that for any $y_{1}, y_{2} \in Y_{\tau}$ with $\mathcal{F}\left(x, y_{i}\right)=0$, if $\left\|y_{1}-y_{2}\right\|_{Y_{\tau}}<\epsilon$ then $y_{1}=y_{2}$. Moreover, paralleling (A) and (B) in Theorem 6.1.1 we have:
(A) Writing $\Omega_{Q}(s) \equiv C_{Q} \Psi_{Q}(s)$ and $\Omega_{L}(s) \equiv C_{L} \Psi_{L}(s)$ where $C_{Q}, C_{L}$ are constants and $\Psi_{Q}, \Psi_{L}:(0,1] \rightarrow[1, \infty)$ are functions which"carry the shape" of $\Omega_{Q}, \Omega_{L}$, the constant $\epsilon$ can be chosen as follows

$$
\begin{equation*}
\epsilon=M_{\epsilon} \frac{1}{C_{Q} C_{L}} \tag{6.41}
\end{equation*}
$$

where $M_{\epsilon}$ depends only on $\Psi_{Q}$ and $\Psi_{L}$ and $\tau$.
(B) If $\Omega_{Q}(s) \leq C_{Q} s^{-\alpha}$ and $\Omega_{L}(s) \leq C_{L} s^{-\beta^{*}}$ then the constant $\epsilon$ can be chosen as follows

$$
\begin{equation*}
\epsilon=M_{\epsilon} \frac{\tau^{\alpha+\beta^{*}}}{C_{Q} C_{L}} \tag{6.42}
\end{equation*}
$$

where $M_{\epsilon}$ depends only on $\alpha$ and $\beta^{*}$.

## Proof of Theorem 6.3.1

By Propositions 4.2 .2 and 4.2 .4 we can assume the $\Omega_{Q}$ and $\Omega_{L}$ satisfy the Brjuno-Rüssmann condition on $\left\{\delta_{n}\right\}$ with $\sum_{i=0}^{\infty} \delta_{i}<\tau / 3$. Set

$$
\sigma_{n} \equiv \tau-3\left(\sum_{i=1}^{n} \delta_{i-1}\right)
$$

and note by Remark 4.2.13 the sequence

$$
C(n) \equiv \Omega_{L}\left(\delta_{n}\right) \Omega_{Q}\left(\delta_{n}\right)
$$

has property (C1) so that one has

$$
\sum_{i=1}^{\infty} 2^{-(i+1)} \log (C(i)) \leq \log \left(M_{C}\right)<\infty
$$

for some $M_{C}>1$. Set

$$
\epsilon=\epsilon_{0}<\frac{1}{M_{C}}
$$

For any $y_{1}, y_{2} \in Y_{\tau}$ with $\mathcal{F}\left(x, y_{i}\right)=0$ and $\left\|y_{1}-y_{2}\right\|_{Y_{\tau}}<\epsilon$. Using the left inverse $L$, note

$$
\begin{aligned}
\left\|y_{1}-y_{2}\right\|_{Y_{\sigma_{n+1}}} & \leq\left\|L\left(x, y_{2}\right)\left[\mathcal{F}\left(x, y_{1}\right)-\mathcal{F}\left(x, y_{2}\right)-D_{2} \mathcal{F}\left(x, y_{2}\right)\left[y_{1}-y_{2}\right]\right]\right\|_{Y_{\sigma_{n}-2 \delta_{2}}} \\
& \leq \Omega_{L}\left(\delta_{n}\right)\left\|\mathcal{F}\left(x, y_{1}\right)-\mathcal{F}\left(x, y_{2}\right)-D_{2} \mathcal{F}\left(x, y_{2}\right)\left[y_{1}-y_{2}\right]\right\|_{Z_{\sigma_{n}-\delta_{n}}} \\
& \leq \Omega_{L}\left(\delta_{n}\right) \Omega_{Q}\left(\delta_{n}\right)\left\|y_{1}-y_{2}\right\|_{Y_{\sigma_{n}}}^{2}
\end{aligned}
$$

Letting $\epsilon_{n} \equiv\left\|y_{1}-y_{2}\right\|_{Y_{\sigma_{n}}}$ note that, applying Lemma 4.2.11, one gets $\epsilon_{n} \leq$ $\left(\epsilon_{0} M_{C}\right)^{2^{n}} \rightarrow 0$. Thus $\left\|y_{1}-y_{2}\right\|_{Y_{0}}=0$, i.e. $y_{1}=y_{2}$.

The proofs of the (A) and (B) are straight forward and left to the reader.

The following corollary establishes uniqueness for the modified Newton method used in the proof of Theorem 6.1.1.

Corollary 6.3.2. Let $\mathcal{F}$ satisfying the Hypothesis of Theorem 6.1.1 and 6.3.1 be given with $N$ and $\delta$ the constants which arise in Theorem 6.1.1 at the $\tau$ scale
and $\epsilon$ the constant which arises in Theorem 6.3 .1 at the $\tau / 2$ scale. Provided $\delta$ is taken small enough that

$$
\begin{equation*}
\delta N<\epsilon / 3 \tag{6.43}
\end{equation*}
$$

given any

$$
\left(x, y_{1}\right),\left(x, y_{2}\right) \in \mathcal{C}_{\tau^{\prime}} \times V_{\tau^{\prime}}
$$

satisfying (6.1) with

$$
\left\|y_{1}-y_{2}\right\|_{Y_{\tau^{\prime}}}<\epsilon / 3
$$

then, the solutions $y_{s}^{1}=y_{s}\left(x, y_{1}\right), y_{s}^{2}=y_{s}\left(x, y_{2}\right)$ are equal, i.e. the function $y_{s}=(x, y)$ is locally constant in $y$.

## Proof of Corollary 6.3.2

Let $y_{s}^{1}=y_{s}\left(x, y_{1}\right)$ and $y_{s}^{2}=y_{s}\left(x, y_{2}\right)$ be the solutions which arise by applying Theorem 6.1.1. Note

$$
\left\|y_{s}^{1}-y_{s}^{2}\right\|_{Y_{\tau / 2}} \leq\left\|y_{s}^{1}-y_{1}\right\|_{Y_{\tau / 2}}+\left\|y_{s}^{2}-y_{2}\right\|_{Y_{\tau / 2}}+\left\|y_{1}-y_{2}\right\|_{Y_{\tau / 2}}<\epsilon
$$

so applying Theorem 6.3.1 we get $y_{\infty}^{1}=y_{\infty}^{2}$.

Remark 6.3.3. Note that writing $\Omega_{Q}, \Omega_{R}, \Omega_{A}$ and $\Omega_{L}$ as in extension (B) of Theorem 6.1.1 and Theorem 6.3.1, if $\beta \geq \beta^{*}$ and $M_{\delta}$ from Theorem 6.1.1 is chosen so that

$$
\begin{equation*}
M_{\delta} \leq \frac{M_{\epsilon} \max \left(C_{Q} C_{R}^{2}, C_{A}\right)}{3 M_{N} C_{R} C_{Q} C_{L}} \tag{6.44}
\end{equation*}
$$

then condition (6.43) is satisfied at all scales $0 \leq \tau \leq 1$.

## Chapter 7

## Solutions in Smooth Spaces

We now demonstrate how the quantitative estimates in extension (B) of Theorem 6.1.1 can be combined with the analytic smoothing discussed in Section 4.1 to form an iteration scheme which establishes the existence of solutions in the spaces $X_{0}^{q} \times Y_{0}^{q}$. Such smoothing was used in [Mos66b, Mos66a] and [Zeh75] to establish the existence of smooth solutions. The main difference in our approach is that, rather than developing an implicit function solution around an analytic solution, we develop our implicit function solution around any smooth solution, i.e. rather than $(\bar{x}, \bar{y}) \in U_{\sigma} \times V_{\sigma}$ with $\mathcal{F}(\bar{x}, \bar{y})=0$ we only need $(\bar{x}, \bar{y}) \in U_{0}^{q} \times V_{0}^{q}$ with $\mathcal{F}(\bar{x}, \bar{y})=0$.

### 7.1 Existence in smooth spaces via analytic smoothing

Combining analytic smoothing with the quantitative estimates in extension (B) of Theorem 6.1.1, we can apply Theorem 6.1.1 in an iteration scheme and establish the following:

Theorem 7.1.1. Given $\mathcal{F}$ and $X_{\sigma}, Y_{\sigma}, Z_{\sigma}$ satisfying (F0), (XYZ.S1) and (XYZ.S2), assume in addition that $\mathcal{F}$ also satisfies Hypotheses (F.S0)-(F.S4).

$$
\text { Then, for any } q>\max (\alpha+2 \beta, \gamma)+q * \text { and }(\bar{x}, \bar{y}) \in \mathcal{C}_{0}^{q} \times V_{0}^{q} \text { there exists }
$$

positive constants $r, \delta$ and $T_{0}$, depending on $q, q *, \alpha, \beta, \gamma$ and $(\bar{x}, \bar{y})$, such that for any $(x, y) \in\left(\mathcal{C}_{0}^{q} \cap B_{0}^{q}(\bar{x}, r)\right) \times B_{0}^{q}(\bar{y}, r)$, with

$$
\begin{equation*}
\|\mathcal{F}(x, y)\|_{Z_{0}^{q}} \leq \delta \tag{7.1}
\end{equation*}
$$

there exists a family $y_{\infty}=y_{\infty}(x, y, T) \in V_{0}^{q-\beta}$ for $T_{0} \leq T \leq T_{\infty}$ with $\mathcal{F}\left(x, y_{\infty}\right)=0$ (here $T$ represents the smoothing taken before applying Theorem 6.1.1 and generating a sequence $y_{n} \rightarrow y_{\infty}$ in $\left.Y_{0}^{q-\beta}\right)$. If $\mathcal{F}(x, y) \neq 0$ we have

$$
\begin{equation*}
T_{\infty}=T_{0}\left(\frac{\delta}{\|\mathcal{F}(x, y)\|_{Z_{0}^{q}}}\right)^{1 / \max (\alpha+2 \beta, \gamma)} \tag{7.2}
\end{equation*}
$$

while if $\mathcal{F}(x, y)=0$ we have $T_{\infty}=\infty$, i.e. the family $y_{\infty}(x, y, T) \in V_{0}^{q-\beta}$ exists for all $T_{0} \leq T<\infty$.

$$
\text { If } q \geq \max (\alpha+2 \beta, \gamma)+\beta+q * \text { there exists a positive constant } N
$$ depending on $q, q *, \alpha, \beta, \gamma$ and $(\bar{x}, \bar{y})$, such that, by optimizing the choice of $T$, we have $y_{\infty}=y_{\infty}(x, y)$ with

$$
\begin{equation*}
\left\|y-y_{\infty}\right\|_{Y_{0}^{q-\beta}} \leq N\|\mathcal{F}(x, y)\|_{Y_{0}^{q}} \tag{7.3}
\end{equation*}
$$

Remark 7.1.2. In Section 7.3 we address the question of uniqueness of $y_{\infty}$ (especially uniqueness for different $y$ and $T$ ).

As with Theorem 6.1.1 and Corollary 6.1.2, we can use Theorem 7.1.1 to obtain the following useful:

Corollary 7.1.3. Given $\mathcal{F}$ as in Theorem 7.1.1, for any $q>\max (\alpha+2 \beta, \gamma)$ and $(\bar{x}, \bar{y}) \in \mathcal{C}_{0}^{q} \times V_{0}^{q}$ with $\mathcal{F}(\bar{x}, \bar{y})=0$, there exists a positive constant $\epsilon$ and a function $g: \mathcal{C}_{0}^{q} \cap B_{0}^{q}(\bar{x}, \epsilon) \rightarrow V_{0}^{q-(q *+\beta)}$ with $\mathcal{F}(x, g(x))=0$.

Proof. Identical to the proof of Corollary 6.1.2, using Theorem 7.1.1 in place of Theorem 6.1.1.

## Proof of Theorem 7.1.1

First, we construct suitable choices for $r, \delta$ and $T_{0}$. Informally, the idea is to choose $r$ and $\delta$ sufficiently small so that for a given $(x, y)$, one can apply the smoothing $S_{T}$ to $(x, y)$ with the smoothing parameter $T$ satisfying $1 \leq T_{0} \leq T \leq T_{\infty}$ and use $\left(x_{0}, y_{0}\right)=\left(S_{T}[x], S_{T}[y]\right)$ as the starting point of a sequence $\left(x_{n}, y_{n}\right)$ which will converge to $\left(x, y_{\infty}\right)$. We need $T$, which represents the initial smoothing, to be sufficiently large so that the $U_{0}$ and $V_{0}$ invariance gives us $\left(x_{0}, y_{0}\right) \in U_{0} \times V_{0}$. In fact, we take $T$ large enough to ensure that $y_{0}=S_{T}[y]$ is a bounded distance away from the boundary of $V_{0}$, see (7.6). We also want $T$ to be large enough so that, as in Remark 4.3 .8 we can ensure that $M_{4}(q) T^{-q+q *}$ is sufficiently small, see (7.9) and (7.10). Finally, $T_{\infty}$, as defined in (7.2), is an upper bound on $T$ which ensures that one can estimate $\left(x_{0}, y_{0}\right) \in U_{\sigma} \times V_{\sigma}$ for an analytic $\sigma$ bounded away from 0 , in particular $\sigma \geq$ $T_{\infty}^{-1}$.

Choosing $r, \delta$ and $T_{0}$ : To begin, choose $r$ sufficiently small and $T_{0} \geq 1$ sufficiently large to obtain $\mathcal{C}_{0}$ invariance around $\bar{x}$ as described in Definition 4.1.17. Without loss of generality, assume

$$
r<d^{*} / k(q)
$$

where $k(q)$ is the constant which arises in the analytic smoothing (see Definition 4.1.9) and $d^{*}$ is any positive constant with

$$
d^{*}<d=\min \left(1, \operatorname{dist}\left(\bar{x}, U_{0}^{c}\right), \operatorname{dist}\left(\bar{y}, V_{0}^{c}\right)\right)
$$

Similarly, without loss of generality, assume $T_{0}$ is sufficiently large so that for $t \geq T_{0}$

$$
\begin{equation*}
\left\|S_{t}[\bar{y}]-\bar{y}\right\|_{Y_{0}} \leq\left(\frac{d-d^{*}}{2}\right) \tag{7.4}
\end{equation*}
$$

Note that for any $y$ with $\|y-\bar{y}\|_{Y_{0}}<r$ one has

$$
\left\|S_{t}[y-\bar{y}]\right\|_{Y_{t^{-1}}} \leq k(q)\|y-\bar{y}\|_{Y_{0}^{q}} \leq d^{*}
$$

and thus

$$
\begin{equation*}
\left\|S_{t}[y]-\bar{y}\right\|_{Y_{0}} \leq\left\|S_{t}[y-\bar{y}]\right\|_{Y_{t^{-1}}}+\left\|S_{t}[\bar{y}]-\bar{y}\right\|_{Y_{0}}<\left(\frac{d+d^{*}}{2}\right) \tag{7.5}
\end{equation*}
$$

so we have

$$
\begin{equation*}
\left(\frac{d-d^{*}}{2}\right) \leq \operatorname{dist}\left(S_{t}[y], V_{0}^{c}\right) \leq \operatorname{dist}\left(S_{t}[y], V_{(2 t)^{-1}}^{c}\right) \tag{7.6}
\end{equation*}
$$

Hence, with this choice of $r$ and $T_{0}$, given any $x$ with $\|x-\bar{x}\|_{X_{0}}<r$ and $y$ with $\|y-\bar{y}\|_{Y_{0}}<r$, for any $t>T_{0}$, both $S_{t}[x]$ and $S_{t}[y]$ remain in $\mathcal{C}_{0}$ and $V_{0}$ and $S_{t}[y]$ will remain at least a distance of $\left(d-d^{*}\right) / 2$ from the boundary.

To choose $\delta$ let $M_{\delta}$ and $M_{N}$ denote the constants in the bounds on $\delta$ and $N$ in (6.5) and (6.6) of extension (B) in Theorem 6.1.1 and for $\sigma=t^{-1}$ let $\delta_{T}(t)$ and $N_{T}(t)$ denote the RHS of (6.5) and (6.6), i.e.

$$
\begin{equation*}
\delta_{T}(t) \equiv M_{\delta} \frac{t^{-\max (\alpha+2 \beta, \gamma)}}{\max \left(C_{Q} C_{R}^{2}, C_{A}\right)} \quad \text { and } \quad N_{T}(t) \equiv M_{N} C_{R} t^{\beta} \tag{7.7}
\end{equation*}
$$

Without loss of generality, assume $M_{\delta}$ is sufficiently small so that the $\eta$ which arises in extension (B) satisfies

$$
\eta \leq \frac{d-d^{*}}{4}\left(1-2^{-(\alpha+\beta)}\right)
$$

and hence

$$
\begin{equation*}
\sum_{i=1}^{n} \eta\left(2^{-(i-1)}\right)^{\alpha+\beta} \leq\left(\frac{d-d^{*}}{4}\right) \tag{7.8}
\end{equation*}
$$

Again without loss of generality, assume $T_{0} \geq 1$ is sufficiently large that in addition the $\mathcal{C}_{0}$ invariance and (7.4) above, for $t \geq T_{0}$ one has

$$
\begin{equation*}
M_{5} t^{-q+q *} \leq \delta_{T}(t)\left(\frac{d-d^{*}}{4}\right) \tag{7.9}
\end{equation*}
$$

where

$$
M_{5}=\max \left(M_{3} k(q)\left(\|\bar{x}\|_{X_{0}^{q}}+\operatorname{dist}\left(\bar{x},\left(U_{0}^{q}\right)^{c}\right)\right), M_{4}(q)\right)
$$

Note that combining the smoothing estimate in Hypothesis (F.S4) with (7.9), for $t \geq T_{0}$ we have

$$
\begin{equation*}
\left\|\mathcal{F}\left(S_{t} x, S_{t} y\right)-S_{t} \mathcal{F}(x, y)\right\|_{Z_{t^{-1}}} \leq \delta_{T}(t)\left(\frac{d-d^{*}}{4}\right) \tag{7.10}
\end{equation*}
$$

With this $T_{0}$ we choose

$$
\begin{equation*}
\delta=\delta_{T}\left(T_{0}\right)\left(\frac{d-d^{*}}{4 k(q)}\right) \tag{7.11}
\end{equation*}
$$

Construction of $y_{\infty}$ : With $r, \delta$ and $T_{0}$ chosen as above, we are ready to begin. Given

$$
(x, y) \in\left(\mathcal{C}_{0}^{q} \cap B_{0}^{q}(\bar{x}, r)\right) \times B_{0}^{q}(\bar{y}, r)
$$

satisfying (7.1) choose $T$ with $T_{0} \leq T \leq T_{\infty}$ and note from (7.2) we have

$$
\begin{equation*}
\|\mathcal{F}(x, y)\|_{Z_{0}^{q}} \leq \delta\left(\frac{T_{0}}{T}\right)^{\max (\alpha+2 \beta, \gamma)} \tag{7.12}
\end{equation*}
$$

Define the sequences:

$$
\sigma_{n}=\left(2^{n} T\right)^{-1} \quad \text { and } \quad x_{n}=S_{2^{n} T}[x]
$$

Note, for $T \geq T_{0}$ the invariance property described in Definition 4.1.17 ensures $x_{n} \in \mathcal{C}_{\sigma_{n}}$. Furthermore, by Definition 4.1.4 we have $x_{n} \rightarrow x$ in $X_{0}$. We will use $x_{n}$ to inductively define a sequence $y_{n} \in V_{\sigma_{n}}$ with $y_{n} \rightarrow y_{\infty}$ in $Y_{0}$ and $y_{\infty} \in Y_{0}^{q-\beta}$.

We begin the inductive definition of $y_{n} \in V_{\sigma_{n}}$ with $y_{0}=S_{T}[y] \in V_{\sigma_{0}}$. Note that (7.11), (7.12) and the smoothing estimate (4.4) give us

$$
\left\|S_{T} \mathcal{F}(x, y)\right\|_{Z_{\sigma_{0}}} \leq k(q)\|\mathcal{F}(x, y)\|_{Z_{0}^{q}} \leq \delta_{T}(T)\left(\frac{d-d^{*}}{4}\right)
$$

Hence, combining with (7.10) and (7.6), we get

$$
\begin{align*}
\left\|\mathcal{F}\left(S_{T} x, S_{T} y\right)\right\|_{Z_{\sigma_{0}}} & \leq\left\|\mathcal{F}\left(S_{T} x, S_{T} y\right)-S_{T} \mathcal{F}(x, y)\right\|_{Z_{\sigma_{0}}}+\left\|S_{T} \mathcal{F}(x, y)\right\|_{Z_{\sigma_{0}}} \\
& \leq \delta_{T}(T)\left(\frac{d-d^{*}}{2}\right)  \tag{7.13}\\
& \leq \delta_{T}(T) \min \left(1, \operatorname{dist}\left(S_{T}[y], V_{\sigma_{1}}^{c}\right)\right)
\end{align*}
$$

Applying extension (B) of Theorem 6.1.1 to $\left(x_{0}, y_{0}\right)=\left(S_{T} x, S_{T} y\right) \in \mathcal{C}_{\sigma_{0}} \times V_{\sigma_{0}}$, we obtain $y_{1}=y_{\infty}\left(x_{0}, y_{0}\right) \in V_{\sigma_{1}}$ with $\mathcal{F}\left(x_{0}, y_{1}\right)=0$ and

$$
\begin{equation*}
\left\|y_{1}-y_{0}\right\|_{Y_{\sigma_{1}}} \leq N_{T}(T)\left\|\mathcal{F}\left(x_{0}, y_{0}\right)\right\|_{Z_{\sigma_{0}}} \leq \eta\left(T^{-1}\right)^{\alpha+\beta} \tag{7.14}
\end{equation*}
$$

Combining this with (7.8) and (7.5) we have:

$$
\begin{align*}
\left\|y_{1}-\bar{y}\right\|_{Y_{0}} & \leq\left\|y_{0}-\bar{y}\right\|_{Y_{0}}+\left\|y_{1}-y_{0}\right\|_{Y_{\sigma_{1}}}  \tag{7.15}\\
& \leq\left(\frac{d+d^{*}}{2}\right)+\left(\frac{d-d^{*}}{4}\right)=d-\left(\frac{d-d^{*}}{4}\right)
\end{align*}
$$

and hence

$$
\begin{equation*}
\frac{d-d^{*}}{4} \leq \operatorname{dist}\left(y_{1}, V_{0}^{c}\right) \leq \operatorname{dist}\left(y_{1}, V_{\sigma_{2}}^{c}\right) \tag{7.16}
\end{equation*}
$$

The inductive step: Inductively, assume that $y_{n} \in Y_{\sigma_{n}}$ has been defined for $n \leq m$ with $\mathcal{F}\left(x_{n-1}, y_{n}\right)=0$ and, as in (7.14),

$$
\begin{align*}
\left\|y_{n}-y_{n-1}\right\|_{Y_{\sigma_{n}}} & \leq N_{T}\left(2^{n} T\right)\left\|\mathcal{F}\left(x_{n-1}, y_{n-1}\right)\right\|_{Z_{\sigma_{(n-1)}}}  \tag{7.17}\\
& \leq \eta\left(2^{(n-1)} T\right)^{-(\alpha+\beta)}
\end{align*}
$$

As in (7.15) above, we can take a telescoping sequence and combine (7.17) and (7.8), and since $T \geq 1$, we obtain

$$
\begin{align*}
\left\|y_{m}-\bar{y}\right\|_{Y_{0}} & \leq\left\|y_{0}-\bar{y}\right\|_{Y_{0}}+\sum_{i=1}^{m}\left\|y_{i}-y_{i-1}\right\|_{Y_{\sigma_{i}}}  \tag{7.18}\\
& \leq\left(\frac{d+d^{*}}{2}\right)+\sum_{i=1}^{\infty} \eta\left(2^{-(i-1)}\right)^{\alpha+\beta} \\
& \leq\left(\frac{d+d^{*}}{2}\right)+\left(\frac{d-d^{*}}{4}\right)=d-\left(\frac{d-d^{*}}{4}\right)
\end{align*}
$$

and thus, as in (7.16), we have

$$
\begin{equation*}
\frac{d-d^{*}}{4} \leq \operatorname{dist}\left(y_{m}, V_{0}^{c}\right) \leq \operatorname{dist}\left(y_{m}, V_{\sigma_{(m+1)}}^{c}\right) \tag{7.19}
\end{equation*}
$$

Furthermore, using (4.43), (4.5) and (7.9), we have

$$
\begin{align*}
\left\|\mathcal{F}\left(x_{m}, y_{m}\right)\right\|_{Z_{\sigma_{m}}} & =\left\|\mathcal{F}\left(x_{m}, y_{m}\right)-\mathcal{F}\left(x_{m-1}, y_{m}\right)\right\|_{Z_{\sigma_{m}}}  \tag{7.20}\\
& \leq M_{3}\left\|x_{m}-x_{m-1}\right\|_{X_{\sigma_{m}}} \\
& \leq M_{3} k(q)\left(2^{m} T\right)^{-q}\|x\|_{X_{0}^{q}} \\
& \leq \underbrace{\left(M_{3} k(q)\left(\|\bar{x}\|_{X_{0}^{q}}+\operatorname{dist}\left(\bar{x},\left(U_{0}^{q}\right)^{c}\right)\right)\right)}_{\leq M_{5}}\left(2^{m} T\right)^{-q} \\
& \leq \delta_{T}\left(2^{m} T\right)\left(\frac{d-d^{*}}{4}\right) \\
& \leq \delta_{T}\left(2^{m} T\right) \operatorname{dist}\left(y_{m}, V_{\sigma_{m+1}}^{c}\right)
\end{align*}
$$

Applying Theorem 6.1.1 to $\left(x_{m}, y_{m}\right) \in \mathcal{C}_{\sigma_{m}} \times V_{\sigma_{m}}$ we get $y_{m+1} \in V_{\sigma_{(m+1)}}$ with $\mathcal{F}\left(x_{m}, y_{m+1}\right)=0$ and

$$
\begin{aligned}
\left\|y_{m+1}-y_{m}\right\|_{Y_{(m+1)}} & \leq M_{N}\left(2^{(m+1)} T\right)^{\beta}\left\|\mathcal{F}\left(x_{m}, y_{m}\right)\right\|_{Z_{\sigma_{m}}} \\
& \leq \eta\left(2^{m} T\right)^{-(\alpha+\beta)}
\end{aligned}
$$

This completes the verification of the inductive hypothesis, so $y_{n}$ is defined for all $n$.

Convergence of $y_{n}$ : Note that

$$
\begin{align*}
\left\|y_{n}-y_{n-1}\right\|_{Y_{0}} & \leq\left\|y_{n}-y_{n-1}\right\|_{Y_{\sigma_{n}}}  \tag{7.21}\\
& \leq N_{T}\left(2^{n} T\right)\left\|\mathcal{F}\left(x_{n-1}, y_{n-1}\right)\right\|_{Z_{(n-1)}} \\
& \leq N_{T}\left(2^{n} T\right) M_{3}\left\|x_{n-1}-x_{n-2}\right\|_{X_{\sigma_{(n-1)}}} \\
& \leq\left(M_{N} C_{R} T^{\beta} M_{3} k(q)\|x\|_{X_{0}^{q}}\right) 2^{-(q-\beta) n}
\end{align*}
$$

from which one can conclude that $y_{n} \rightarrow y_{\infty}$ in $Y_{0}$. Note that from (7.18), we can conclude that $y_{\infty} \in V_{0}$ and using continuity of $\mathcal{F}$ one has that

$$
\mathcal{F}\left(x, y_{\infty}\right)=\lim _{n \rightarrow \infty} \mathcal{F}\left(x_{n}, y_{n+1}\right)=0
$$

Finally, note that from (7.21) we in fact have $y_{\infty} \in Y_{0}^{q-(q *+\beta)}$.
Establishing (7.3): Assume that $q \geq \max (\alpha+2 \beta, \gamma)+\beta$. Note that if $\|\mathcal{F}(x, y)\|_{Z_{0}^{q}}=0$, rather than constructing $y_{\infty}$ as above we can simply choose $y_{\infty}=y$ and trivially satisfy (7.3). On the other hand, if $\|\mathcal{F}(x, y)\|_{Z_{0}^{q}} \neq 0$, we can (optimally) choose $T=T_{\infty}$. Note from (7.2) we obtain

$$
\begin{equation*}
T^{-q} \leq T^{-(q-\beta)} \leq T^{-\max (\alpha+2 \beta, \gamma)}=\frac{\|\mathcal{F}(x, y)\|_{Z_{0}^{q}}}{\delta T_{0}^{\max (\alpha+2 \beta, \gamma)}} \tag{7.22}
\end{equation*}
$$

Note that using the first half of (7.20) in the first half of (7.17) and simplifying we get

$$
\begin{equation*}
\left\|y_{n}-y_{n-1}\right\|_{Y_{\sigma_{n}}} \leq T^{-(q-\beta)}\left(M_{N} C_{R} M_{5} 2^{q}\right) 2^{-(q-\beta) n} \tag{7.23}
\end{equation*}
$$

combining this with (7.22) and substituting into (7.23) we get

$$
\begin{aligned}
\left\|y_{\infty}-y\right\|_{Y_{0}^{q-\beta}} & \leq\left\|y_{0}-y\right\|_{Y_{0}^{q-\beta}}+\sum_{i=1}^{\infty}\left\|y_{i}-y_{i-1}\right\|_{Y_{\sigma_{i}}} \\
& \leq T^{-q} k(q)\|y\|_{Y_{0}^{q}}+\left(\sum_{i=1}^{\infty}\left(M_{N} C_{R} M_{5} 2^{q}\right) 2^{-(q-\beta) i}\right) T^{-(q-\beta)} \\
& \leq N\|\mathcal{F}(x, y)\|_{Z_{0}^{q}}
\end{aligned}
$$

with

$$
N=\left(\frac{k(q)\|y\|_{Y_{0}^{q}}+\sum_{i=1}^{\infty}\left(M_{N} C_{R} M_{5} 2^{q}\right) 2^{-(q-\beta) i}}{\delta T_{0}^{\max (\alpha+2 \beta, \gamma)}}\right)
$$

which establishes (7.3) and completes the proof of Theorem 7.1.1.

### 7.2 Whitney regularity in smooth spaces

As in Section 6.2, we have two approaches to obtain the Whitney regularity of the implicit function.

Theorem 7.2.1. Given $\mathcal{F}$ and $X_{\sigma}, Y_{\sigma}, Z_{\sigma}$ satisfying (F0), (XYZ.S1) and (XYZ.S2), assume in addition that $\mathcal{F}$ also satisfies Hypotheses (F.SO)-(F.S4).

If $\mathcal{F}$ also satisfies (F.SW1) and (F.SW2) then, for any $q>\max (\alpha+$ $2 \beta, \gamma)+q *$ and $(\bar{x}, \bar{y}) \in \mathcal{C}_{0}^{q} \times V_{0}^{q}$ with $\mathcal{F}(\bar{x}, \bar{y})=0$, there exists

$$
\bar{\epsilon}>0 \quad \text { and } \quad g \in C_{W h t}^{\gamma}\left(\mathcal{C}_{0}^{q} \cap B_{0}^{q}(\bar{x}, \bar{\epsilon}), Y_{0}^{q-\beta}\right)
$$

with $g: \mathcal{C}_{0}^{q} \cap B_{0}^{q}(\bar{x}, \bar{\epsilon}) \rightarrow V_{0}^{q-\beta}$ such that $\mathcal{F}(x, g(x))=0$.

Proof. As in Theorem 6.2.1, given any $(\bar{x}, \bar{y}) \in \mathcal{C}_{0}^{q} \times V_{0}^{q}$ satisfying $\mathcal{F}(\bar{x}, \bar{y})=0$, for fixed $\gamma>1, k<\gamma \leq k+1$, and $\bar{\epsilon}>0$, we twist around the role played by $x \in X_{0}^{q}$. Letting

$$
A_{\sigma}=\mathcal{C} \cap B_{X_{0}}(\bar{x}, \bar{\epsilon}) \cap X_{\sigma}
$$

we define the one parameter families of Banach spaces

$$
\mathbb{X}_{\sigma}=\{0\}, \quad \mathbb{Y}_{\sigma}=C_{W h t}^{\gamma}\left(A_{\sigma}, Y_{\sigma / 2}\right), \quad \mathbb{Z}_{\sigma}=C_{W h t}^{\gamma}\left(A_{\sigma}, Z_{\sigma / 2}\right)
$$

for $0 \leq \sigma \leq 1$. Using the analytic smoothing $S_{t}$ in $X_{\sigma}, Y_{\sigma}$ and $Z_{\sigma}$ and the $\mathcal{C}_{0}$ invariance of smoothing in $X_{\sigma}$, with $r$ and $T_{0}$ the corresponding constants for invariance around $\bar{x} \in \mathcal{C}_{0}$, provided $\bar{\epsilon}<r$ we can define analytic smoothing $\mathbb{Y}_{\sigma}$ and $\mathbb{Z}_{\sigma}$ via:

$$
\left(\mathbb{S}_{t}[\bar{y}]\right)(x) \equiv S_{t}\left[\bar{y}\left(S_{t+T_{0}} x\right)\right] \quad \text { and } \quad\left(\mathbb{S}_{t}[\bar{z}]\right)(x) \equiv S_{t}\left[\bar{z}\left(S_{t+T_{0}} x\right)\right]
$$

Note that since $\mathbb{X}=\{0\}$, it trivially has analytic smoothing. With this smoothing we can apply Theorem 7.1.1 and, as in Theorem 6.2.1, provided $\bar{\epsilon}$ is sufficiently small the result follows.

As in Theorem 6.2.3, provided the zeros of $\mathcal{F}$ are isolated we have the following alternative approach is to establish the Whitney regularity of any function $g$ which solves $\mathcal{F}(x, g(x))=0$ by explicitly verify the estimates for the Whitney Regularity of $g$ :

Theorem 7.2.2. Given $\mathcal{F}$ and $X_{\sigma}, Y_{\sigma}, Z_{\sigma}$ satisfying (F0), (XYZ.S1) and (XYZ.S2), assume in addition that $\mathcal{F}$ also satisfies Hypotheses (F.SO)-(F.S4).

Assume $\mathcal{F}$ has local uniqueness in $y$ for solutions $\mathcal{F}(x, y)=0$ (for example, if $\mathcal{F}$ satisfies (F.SU)). If $\mathcal{F}$ also satisfies (F.SW1) and (F.SW2) for some $\gamma \geq 1, k<\gamma \leq k+1$, and either:
(a) $\mathcal{C}$ has the $\gamma$ density property described in Definition 3.2.5, or
(b) $R$ satisfies (F.SW4)
then given any function

$$
g: \mathcal{C}_{0}^{q} \cap B_{0}^{q}(\bar{x}, \epsilon) \rightarrow V_{0}^{q-\beta}
$$

with $\mathcal{F}(x, g(x))=0$ is $C_{W h t}^{\gamma}$ with with $\mathcal{F}(x, g(x))=0$ is $C_{W h t}^{\gamma}$ with the $k$-jet of $g$ having the same form as the coefficients $g_{i}\left(x_{0}, g\left(x_{0}\right)\right)$ of the polynomial approximate solutions defined in (5.2) of Theorem 5.0.12.

Proof. The bounds on $\Omega_{F}, \Omega_{R}$ and $\Omega_{A}$ from (F.SW1) and (F.SW2) allow one to apply Theorem 5.0.12 in $X_{0}^{q} \times Y_{0}^{q}$. Follow the proof of Theorem 6.2.3 using $X_{0}^{q} \times Y_{0}^{q}$ in place of $X_{\sigma} \times Y_{\sigma}$ the result follows.

### 7.3 Uniqueness in smooth spaces

Now we consider the question of uniqueness for solutions in the smooth spaces.

Theorem 7.3.1. Let $\mathcal{F}$ satisfying all the Hypothesis for Theorem 7.1.1 be given and assume that $\mathcal{F}$ satisfies Hypothesis (F2**) with $\Omega_{L}(s) \leq C_{L} s^{-\beta^{*}}$.

For any $q>\max (\alpha+2 \beta, \gamma),(\bar{x}, \bar{y}) \in \mathcal{C}_{0}^{q} \times V_{0}^{q}$ there exists positive constants $r$ (as in Theorem 7.1.1) and $\epsilon$ such that given

$$
\left(x, y_{1}\right),\left(x, y_{2}\right) \in\left(\mathcal{C}_{0}^{q} \cap B_{0}^{q}(\bar{x}, r)\right) \times B_{0}^{q}(\bar{y}, r)
$$

with $\mathcal{F}\left(x, y_{i}\right)=0$, if $\left\|y_{1}-y_{2}\right\|_{Y_{0}^{q}}<\epsilon$ then $y_{1}=y_{2}$.
To prove Theorem 7.3.1, given $(x, y) \in U_{0}^{q} \times V_{0}^{q}$ with $\mathcal{F}(x, y)=0$, we analytically approximate $(x, y)$ by a sequence $\left(x_{n}, y_{n}\right) \in U_{\sigma_{n}} \times V_{\sigma_{n}}$ with $\mathcal{F}\left(x_{n}, y_{n}\right)=0$. This is done by utilizing the sequences $x_{n}, y_{n}$ generated in Theorem 7.1.1. Note that with these sequences one has $\mathcal{F}\left(x_{n}, y_{n+1}\right)=0$ with $x_{n} \rightarrow x$ and $y_{n} \rightarrow y_{\infty}$. Furthermore, using Lemma 7.3.2 the uniqueness of Theorem 6.3.1 establishes that $y_{\infty}=y$. Thus, by re-index the sequence $y_{n}$, we get $\left(x_{n}, y_{n}\right) \in U_{\sigma_{n}} \times V_{\sigma_{n}}$ with $x_{n} \rightarrow x$ in $X_{0}^{q}, y_{n} \rightarrow y$ in $Y_{0}^{q}$ and $\mathcal{F}\left(x_{n}, y_{n}\right)=0$.

It is worthwhile to note that if one were to simply apply analytic smoothing to both $x$ and $y$, one can easily produce sequences $\left(x_{n}, y_{n}\right) \in$
$U_{\sigma_{n}} \times V_{\sigma_{n}}$ with $x_{n} \rightarrow x$ in $X_{0}^{q}, y_{n} \rightarrow y$ in $Y_{0}^{q}$. However, with this approach one no longer necessarily has that $\mathcal{F}\left(x_{n}, y_{n}\right)=0$.

Lemma 7.3.2. Let $\mathcal{F}$ satisfy all the Hypotheses for Theorem 7.1.1 as well as (F.SU).

For any $q>\max (\alpha+2 \beta, \gamma)+q *$ and $(x, y) \in \mathcal{C}_{0}^{q} \times V_{0}^{q}$ with $\mathcal{F}(x, y)=0$ there exists positive constant $T^{*}$ such that for all $T \geq T^{*} \geq T_{0}$, the sequence $y_{n} \in V_{\sigma_{n}}$ generated in the inductive argument of the proof of Theorem 7.1.1 converges to $y$ in $Y_{0}$, i.e. $y_{n} \rightarrow y_{\infty}(x, y, T)=y$ in $Y_{0}$.

Thus, re-indexing $y_{n}$, we can approximate $\mathcal{F}(x, y)=0$ via $\mathcal{F}\left(x_{n}, y_{n}\right)=0$ with $x_{n} \rightarrow x$ in $X_{0}$ and $y_{n} \rightarrow y$ in $Y_{0}$.

Proof. Given $(x, y)$ with $\mathcal{F}(x, y)=0$, let $r, \delta$ and $T_{0} \geq 1$ be as in Theorem 7.1.1 where we take $\bar{x}=x$ and $\bar{y}=y$. Without loss of generality, assume that the constant $M_{\delta}$ in the definition of $\delta_{T}(t)$ given in (7.7) satisfies (6.44) in Remark 6.3.3.

Let $x_{n}^{T}$ and $y_{n}^{T}$ denote the sequences constructed in Theorem 7.1.1 starting at $x_{0}^{T}=S_{T}[x]$ and $y_{0}^{T}=S_{T}[y]$ and converging to $x$ and $y_{\infty}=y_{\infty}(x, y, T)$ in $X_{0}$ and $Y_{0}$ respectively. Note that

$$
x_{n}^{T}=S_{2^{n} T}[x]
$$

and set

$$
\bar{y}_{n}^{T} \equiv S_{2^{n} T}[y]
$$

Define

$$
\epsilon_{T}(t) \equiv \frac{M_{\epsilon} t^{-\left(\alpha+\beta^{*}\right)}}{C_{Q} C_{L}}
$$

as in extension (B) of Theorem 6.3.1 and take $T^{*} \geq T_{0}$ such that for all $t \geq T^{*}$

$$
\begin{equation*}
M_{N} C_{R} t^{\beta} \delta_{T}(t)\left(\frac{d-d^{*}}{4}\right) \leq \epsilon_{T}(2 t) / 6 \tag{7.24}
\end{equation*}
$$

and

$$
\begin{equation*}
k(q) t^{-q}\|y\|_{Y_{0}^{q}} \leq \epsilon_{T}(2 t) / 6 \tag{7.25}
\end{equation*}
$$

Note that for $T \geq T^{*}$ by (7.25)

$$
\begin{equation*}
\left\|\bar{y}_{n+1}^{T}-\bar{y}_{n}^{T}\right\|_{Y_{\left(2^{n+1} T\right)^{-1}}} \leq \epsilon_{T}\left(2^{n+1} T\right) / 6 \tag{7.26}
\end{equation*}
$$

We will iteratively establish

$$
\begin{equation*}
\left\|\bar{y}_{n}^{T}-y_{n}^{T}\right\|_{Y_{0}} \leq\left\|\bar{y}_{n}^{T}-y_{n}^{T}\right\|_{Y_{\left(2^{n+1} T\right)^{-1}}} \leq \epsilon_{T}\left(2^{n+1} T\right) / 3 \tag{7.27}
\end{equation*}
$$

Note for $n=0$ we have $y_{0}^{T}=\bar{y}_{0}^{T}$ and thus (7.27) is trivially true.
Inductively assume that (7.27) holds for all $m \leq n$. Using (4.44) and (7.9) note

$$
\left\|\mathcal{F}\left(x_{m}^{T}, \bar{y}_{m}^{T}\right)\right\|_{Z_{\left(2^{m} T\right)^{-1}}} \leq \delta_{T}\left(2^{m} T\right)\left(\frac{d-d^{*}}{4}\right)
$$

so applying Theorem 6.1.1 we obtain a solution which, in light of Corollary 6.3.2 and (7.27), is unique and hence equal to $y_{m+1}$. By (6.2) and (7.24) we get

$$
\left\|y_{m+1}^{T}-\bar{y}_{m}^{T}\right\|_{Z_{\left(2^{m+1} T\right)^{-1}}} \leq \epsilon_{T}\left(2^{m+2} T\right) / 6
$$

and combining this with (7.26) we have

$$
\begin{aligned}
\left\|\bar{y}_{m+1}^{T}-y_{m+1}^{T}\right\|_{Y_{\left(2^{m+1} T\right)^{-1}}} & \leq\left\|\bar{y}_{m+1}^{T}-\bar{y}_{m}^{T}\right\|_{Y_{\left(2^{m+1} T\right)^{-1}}}+\left\|\bar{y}_{m}^{T}-y_{m+1}^{T}\right\|_{Y_{\left(2^{m+1} T\right)^{-1}}} \\
& \leq \epsilon_{T}\left(2^{m+2} T\right) / 3
\end{aligned}
$$

which inductively establishes (7.27) for $m+1$ and hence (7.27) holds for all $n \geq 0$. Since $y_{n}^{T} \rightarrow y_{\infty}$ in $Y_{0}$ and $\bar{y}_{n}^{T} \rightarrow y$ in $Y_{0}$, using (7.27) we get $y_{\infty}=y$.

## Proof of Theorem 7.3.1

Let $r, \delta$ and $T_{0} \geq 1$ be as in Theorem 7.1.1 and assume that $\delta$ is sufficiently small so that the constant $M_{\delta}$ in Extension (B) of Theorem 6.1.1 appearing in the induction argument in the proof of Theorem 7.1.1 satisfies (6.44) and thus Remark 6.3.3 applies. Let $T^{*}$ to be the maximum $T^{*}$ arising in Lemma 7.3.2 for $y_{1}$ and $y_{1}$ and $\bar{\epsilon}$ be the epsilon which appears in Corollary 6.3.2 for $\tau^{\prime}=1 / 2 T^{*}$. Taking $\epsilon=\bar{\epsilon} /(3 k(q))$ note

$$
\left\|S_{T} y_{1}-S_{T} y_{2}\right\|_{Y_{(T)^{-1}}} \leq k(q)\left\|y_{1}-y_{2}\right\|_{Y_{0}^{q}}<\bar{\epsilon} / 3
$$

so with $y_{1}^{1}=y_{\infty}\left(S_{T} x, S_{T} y_{1}\right)$ and $y_{1}^{2}=y_{\infty}\left(S_{T} x, S_{T} y_{2}\right)$ denoting the solutions which arise in at the first iteration of the induction in the proof of Theorem 7.1.1 (that is $y_{1}^{1}$ and $y_{1}^{2}$ are the first solutions obtained in the proof of Theorem 7.1.1 by the application of Theorem 6.1.1) applying Corollary 6.3 .2 we get $y_{1}^{1}=y_{1}^{2}$. Thus, all the following terms in the induction of Theorem 7.1.1 for $y_{1}$ and $y_{2}$ are equal and since these converge in $Y_{0}$ to $y_{\infty}^{1}=y_{\infty}\left(x, y_{1}\right)=y_{1}$ and $y_{\infty}^{2}=y_{\infty}\left(x, y_{2}\right)=y_{2}$ we have $y_{1}=y_{2}$ as desired .

## Chapter 8

## Torus maps

In this chapter we develop several results about torus maps which will used in Chapter 9 to establish that the functional described in Example 4.3.1 satisfies the hypotheses given in Section 4.3. Thus, we will be able to apply the Nash-Moser implicit function theorems (Theorem 6.2.3 and Theorem 7.2.2) to prove a KAM theory for degenerate families of torus maps (see Theorem 9.0.4) which arise in the study of the wave equation in oscillating domains.

### 8.1 The basics

Note that the universal cover of $\mathbb{T}^{n}$ is $\mathbb{R}^{n}$ with the covering map

$$
\pi: \mathbb{R}^{n} \rightarrow \mathbb{T}^{n}, \quad \pi(x)=x \quad \bmod 1
$$

Given any continuous torus map

$$
\begin{equation*}
F: \mathbb{T}^{n} \rightarrow \mathbb{T}^{n} \tag{8.1}
\end{equation*}
$$

we can lift $F$ to the universal cover and thus obtain the following commutative diagram


Proposition 8.1.1. Given a continuous torus map $F$ as in (8.1), the corresponding lift $\tilde{F}$ as in (8.2) has the form

$$
\begin{equation*}
\tilde{F}(x)=A[x]+f(x) \tag{8.3}
\end{equation*}
$$

where $A \in M(n, \mathbb{Z})$ and $f \in \mathcal{P}^{n}$ (here $M(n, \mathbb{Z})$ is the set $n \times n$ integer valued matrices and $\mathcal{P}^{n}$ is the set of continuous periodic vector valued functions). Thus the "moduli space" of continuous torus maps has the form

$$
\begin{equation*}
M(n, \mathbb{Z}) \times \mathcal{P}^{n} \tag{8.4}
\end{equation*}
$$

Given a continuous family of torus map $F_{t}$ the corresponding lift $\tilde{F}_{t}$ has the form

$$
\tilde{F}_{t}(x)=A[x]+f_{t}(x)
$$

for some fixed $A \in M(n, \mathbb{Z})$ and a continuous family $f_{t} \in \mathcal{P}^{n}$.
Finally, if $F$ or $F_{t}$ have additional regularity the corresponding periodic functions $f$ or $f_{t}$ have the same regularity.

Proof. Straightforward.
Remark 8.1.2. While we will usually work with the lift $\tilde{F}$, for the sake of notation we use $F$ to denote both the torus map $F$ and its lift $\tilde{F}$. Furthermore, we will usually use capital letters, such as $F$ and $H$, to denote the torus maps with the corresponding lower case letters representing the corresponding elements of $\mathcal{P}^{n}$, e.g. $F=I d+f, H=I d+h$.

Remark 8.1.3. We will work with families of torus maps, and hence families of periodic functions, possessing some degree or regularity beyond continuity. In section 8.2 we define several one parameter families of Banach spaces (as described in Section 4.1) whose elements are periodic functions with some prescribed regularity. In particular, we distinguish two cases:

1. $F$ is smooth, in which case $f$ is smooth, e.g. $\left[C^{q}\right]^{n}$ for $q \notin \mathbb{Z}$ or $\left[\hat{C}^{q}\right]^{n}$ for $q \in \mathbb{Z}$ (see section 8.2 for the definition of $C^{\ell}$ and $\hat{C}^{p}$ )
2. $F$ is analytic, in which case $f \in\left[A\left(r \sigma, C^{0}\right)\right]^{n}$ (see section 8.2 for the definition of $A\left(r \sigma, C^{m}\right)$ ).

### 8.2 The function spaces $C^{\ell}, \hat{C}^{p}, A\left(r \sigma, C^{m}\right)$

As in Section 2 of [Zeh75], we make the following:

Definition 8.2.1. Let $p \geq 0$ an integer and $\alpha \in(0,1)$ and take $\ell=p+\alpha$. Define the Hölder (Banach) spaces $C^{\ell}\left(\mathbb{T}^{n}\right)$ (often shortened to $C^{\ell}$ ) to be all functions $u: \mathbb{T}^{n} \rightarrow \mathbb{R}$ with continuous derivatives up to order $p$ for which the norm

$$
\begin{equation*}
\|u\|_{C^{\ell}} \equiv \sup _{\substack{x \in \mathbb{T}^{n} \\|k| \leq p}}\left\{\left|D^{k} u(x)\right|\right\}+\sup _{\substack{x \neq y \\|k|=p}}\left\{\frac{\left|D^{k} u(x)-D^{k} u(y)\right|}{|x-y|^{\alpha}}\right\} \tag{8.5}
\end{equation*}
$$

is finite.

Definition 8.2.2. Let $p \geq 1$ an integer. Define the Zygmund (Banach) spaces $\hat{C}^{p}\left(\mathbb{T}^{n}\right)$ (also denoted by $\Lambda_{p}\left(\mathbb{T}^{n}\right)$ and often shortened to $\hat{C}^{p}$ or $\Lambda_{p}$ ) to be all
functions $u: \mathbb{T}^{n} \rightarrow \mathbb{R}$ with continuous derivatives up to order $p-1$ for which the norm

$$
\begin{align*}
& \|u\|_{\hat{C}^{p}} \equiv \sup _{\substack{x \in \mathbb{T}^{n} \\
|k| \leq p-1}}\left\{\left|D^{k} u(x)\right|\right\}+ \\
&  \tag{8.6}\\
& \sup _{\substack{x \neq y \\
|k|=p-1}}\left\{\frac{\left|D^{k} u(x)+D^{k} u(y)-2 D^{k} u\left(\frac{x+y}{2}\right)\right|}{|x-y|}\right\}
\end{align*}
$$

is finite.

Definition 8.2.3. Fix $r>0$ and for $0<\sigma \leq 1$ let $U_{r \sigma}$ denote the complex strips

$$
U_{r \sigma}=\left\{x+i y \in \mathbb{C}^{n}:\left|y_{j}\right| \leq r \sigma, 1 \leq j \leq n\right\}
$$

Let $\ell \in \mathbb{R}^{+}$. Define the Banach spaces $A\left(r \sigma, C^{m}\right)$ to be all holomorphic functions $u: U_{r \sigma} \rightarrow \mathbb{C}$ for which

- $\overline{u(x)}=u(\bar{x})$ (i.e. $u$ is real valued on $\mathbb{R}$ )
- $u$ is periodic with period 1 in each variable
- $\|u\|_{\sigma, C^{m}}<\infty$

Here

$$
\|u\|_{\sigma, C^{m}}= \begin{cases}\|u\|_{C^{m}\left(U_{r \sigma}\right)} & \text { if } m \notin \mathbb{Z} \\ \|u\|_{\hat{C}^{m}\left(U_{r \sigma}\right)} & \text { if } m \in \mathbb{Z}\end{cases}
$$

where by replacing $\mathbb{T}^{n}$ with $U_{r \sigma}$ in the norms (8.5), (8.6) we mean that the supremums should be taken over the entire complex strip $U_{r \sigma}$.

As noted in Example 4.1.8, taking $X_{\sigma}=A\left(r \sigma, C^{m}\right)$ we get $X_{0}^{q}=C^{q+m}$ for $q+m \notin \mathbb{Z}$ and $X_{0}^{q}=\hat{C}^{q+m}$ for $q+m \notin \mathbb{Z}$. For a detailed proof of this see Proposition 2.1 in [Zeh75].

Throughout the remainder of this chapter, unless specifically defined otherwise, we take $X_{\sigma} \equiv A\left(\sigma, C^{0}\left(\mathbb{T}^{n}\right)\right)$ with $X_{0}^{q}=C^{q}\left(\mathbb{T}^{n}\right)$ for $q \notin \mathbb{Z}$ and $X_{0}^{q}=\hat{C}^{q}\left(\mathbb{T}^{n}\right)$ for $q \in \mathbb{Z}$.

### 8.3 Rotations and other foliation preserving torus maps

Let $X_{\sigma} \equiv A\left(\sigma, C^{0}\left(\mathbb{T}^{n}\right)\right)$ with $X_{0}^{q}=C^{q}\left(\mathbb{T}^{n}\right)$ for $q \notin \mathbb{Z}$ and $X_{0}^{q}=\hat{C}^{q}\left(\mathbb{T}^{n}\right)$ for $q \in \mathbb{Z}$.

Given any $A \in M(n, \mathbb{Z})$ which has $\omega$ as an eigen vector, note that any map of the form $F=A+\omega f$ with $f \in X_{\sigma}$ or $f \in X_{0}^{q}$ has the property that it preserves the foliations $\left\{t \omega+x_{0} \bmod 1 \mid t \in \mathbb{R}\right\}$. We refer to such maps as $\omega$-foliation preserving torus maps. If the leaves of this foliations wind densely around $\mathbb{T}^{n}$, the preservation property in some sense forces any foliation preserving map to be "essentially" one dimensional.

An important and basic class of $\omega$-foliation preserving torus maps, are the rotations $T_{w}: \mathbb{T}^{n} \rightarrow \mathbb{T}^{n}$ defined by

$$
\begin{equation*}
T_{w}(x)=(x+\omega) \quad \bmod 1 \tag{8.7}
\end{equation*}
$$

where $\omega \in \mathbb{R}^{n}$. These maps are clearly invertible and analytic and their dynamics is easy to understand.

An important subset of rotations are those for which the so called "small divisor" problem can be solved. That is, given a rotation $T_{\omega}$ and $r \in X_{\sigma}$, find $f \in X_{\sigma^{\prime}}$ such that $f-f \circ T_{\omega}=r$. For this problem to have a solution, we clearly need $\int_{\mathbb{T}^{n}} r d x=0$. Taking the Fourier transform diagonalizes this problem and provided $\omega \cdot k \notin \mathbb{Z}$ we can formally determine $f$. In Section 8.5 we study this problem in more detail. In particular provided $\omega$ satisfies certain Diophantine conditions (see Definition 8.5.1) we can make this formal expression for $f$ rigorous provided we loose some regularity in $f$, i.e. given $\omega$ Diophantine, if $r \in X_{\sigma}$ with $\int_{\mathbb{T}^{n}} r d x=0$, we can define $f \in X_{\sigma^{\prime}}$ for $0 \leq \sigma^{\prime}<\sigma \leq 1$ with $f-f \circ T_{\omega}=r$.

Before studying the small divisor problem in detail, we define projection operators which give us a decomposition $X_{\sigma}=\breve{X}_{\sigma} \oplus \mathbb{R}$ where $r \in \breve{X}_{\sigma}$ have $\int_{\mathbb{T}^{n}} r d x=0$.

### 8.4 Averaging and other projection operators

As we have seen in Section 8.1, the space of sufficiently smooth torus maps has the form $M(n, \mathbb{Z}) \times \mathcal{P}^{n}$ where we can take $\mathcal{P}$ to be the one parameter Banach spaces $\mathcal{P}=X_{\sigma}$ or $\mathcal{P}=X_{0}^{q}$. We now describe some subspaces of $X_{\sigma}$, $X_{0}^{q},\left[X_{\sigma}\right]^{n}$ and $\left[X_{0}^{q}\right]^{n}$ which will come into play.

Definition 8.4.1. On $X_{\sigma}$ define the functional avg : $X_{\sigma} \rightarrow \mathbb{R}$ by

$$
\operatorname{avg}[f] \equiv \int_{\mathbb{T}^{n}} f(x) d x
$$

Note $|\operatorname{avg}[f]| \leq\|f\|_{X_{\sigma}}$. Using avg, define the closed Banach subspaces

$$
\breve{X}_{\sigma}=\left\{f \in X_{\sigma}: \operatorname{avg}[f]=0\right\}
$$

Given $g \in X_{\sigma} \backslash \breve{X}_{\sigma}$, define

$$
\begin{aligned}
\Pi_{g \rightarrow 1}: X_{\sigma} \rightarrow \mathbb{R} & \Pi_{g \rightarrow 1}[f] \equiv \operatorname{avg}[f] / \operatorname{avg}[g] \\
\Pi_{g \rightarrow 0}: X_{\sigma} \rightarrow \breve{X}_{\sigma} & \Pi_{g \rightarrow 0}[f] \equiv f-(\operatorname{avg}[f] / \operatorname{avg}[g]) g
\end{aligned}
$$

Note

$$
\left|\Pi_{g \rightarrow 1}[f]\right| \leq\|f\|_{X_{\sigma}} /|\operatorname{avg}[g]|
$$

and

$$
\left\|\Pi_{g \rightarrow 1}\right\|_{X_{\sigma}} \leq\left(1+\|g\|_{X_{\sigma}} /|\operatorname{avg}[g]|\right)\|f\|_{X_{\sigma}}
$$

hence we get a continuous splitting

$$
\begin{equation*}
X_{\sigma}=\breve{X}_{\sigma} \oplus \mathbb{R} \quad \text { with } \quad I d=\Pi_{g \rightarrow 0}+\Pi_{g \rightarrow 1} \tag{8.8}
\end{equation*}
$$

Analogous definitions in $X_{0}^{q}$ follow for avg, $\breve{X}_{0}^{q}, \Pi_{g \rightarrow 1}$ and $\Pi_{g \rightarrow 0}$ by replacing $X_{\sigma}$ with $X_{0}^{q}$ in the above.

In a manner similar to $X_{\sigma}$ and $X_{0}^{q}$, we define an averaging functional and corresponding projection operators in $\left[X_{\sigma}\right]^{n}$ and $\left[X_{0}^{q}\right]^{n}$ :

Definition 8.4.2. On $\left[X_{\sigma}\right]^{n}$ define the functional avg : $\left[X_{\sigma}\right]^{n} \rightarrow \mathbb{R}^{n}$ by

$$
\operatorname{avg}[f] \equiv \int_{\mathbb{T}^{n}} f(x) d x
$$

Note $|\operatorname{avg}[f]| \leq\|f\|_{\left[X_{\sigma}\right]^{n}}$. Using avg, define the closed Banach subspaces

$$
\left[\breve{X}_{\sigma}\right]^{n}=\left\{f \in\left[X_{\sigma}\right]^{n}: \operatorname{avg}[f]=0\right\}
$$

Given $M$ a matrix with $m_{i, j} \in X_{\sigma}$ such that the matrix $\bar{M} \in M(n, \mathbb{R})$ formed by averaging the coefficients, i.e. $\bar{m}_{i, j}=\operatorname{avg}\left[m_{i, j}\right]$, is invertible, define

$$
\begin{aligned}
\Pi_{M \rightarrow 1}:\left[X_{\sigma}\right]^{n} \rightarrow \mathbb{R}^{n} & \Pi_{M \rightarrow 1}[f] \equiv \bar{M}^{-1} \operatorname{avg}[f] \\
\Pi_{M \rightarrow 0}:\left[X_{\sigma}\right]^{n} \rightarrow\left[\breve{X}_{\sigma}\right]^{n} & \Pi_{M \rightarrow 0}[f] \equiv f-M \bar{M}^{-1} \operatorname{avg}[f]
\end{aligned}
$$

Note

$$
\left|\Pi_{M \rightarrow 1}[f]\right| \leq\left\|\bar{M}^{-1}\right\|_{M(n, \mathbb{R})}\|f\|_{\left[X_{\sigma}\right]^{n}}
$$

and

$$
\left\|\Pi_{M \rightarrow 0}\right\|_{\left[X_{\sigma}\right]^{n}} \leq\left(1+\left\|\bar{M}^{-1}\right\|_{M(n, \mathbb{R})}\|M\|_{M\left(n, X_{\sigma}\right)}\right)\|f\|_{\left[X_{\sigma}\right]^{n}}
$$

(By $\|M\|_{M\left(n, X_{\sigma}\right)}$ we mean the norm of the matrix $\tilde{M}$ where $\tilde{m}_{i, j}=\left\|m_{i, j}\right\|_{X_{\sigma}}$. Note that here we uses the fact that $X_{\sigma}$ is a Banach algebra.) Hence, we have a continuous splitting

$$
\begin{equation*}
\left[X_{\sigma}\right]^{n}=\left[\breve{X}_{\sigma}\right]^{n} \oplus \mathbb{R}^{n} \quad \text { with } \quad I d=\Pi_{M \rightarrow 0}+\Pi_{M \rightarrow 1} \tag{8.9}
\end{equation*}
$$

Analogous definitions in $\left[X_{0}^{q}\right]^{n}$ follow for avg, $\left[\breve{X}_{0}^{q}\right]^{n}, \Pi_{M \rightarrow 1}$ and $\Pi_{M \rightarrow 0}$ by replacing $\left[X_{\sigma}\right]^{n}$ with $\left[X_{0}^{q}\right]^{n}$ in the above.

### 8.5 Small divisor problems

An important subset of rotations are those for which the following so called "small divisor" problem can be solved.
(SD) Given $\omega \in \mathbb{R}^{n}, r \in \breve{X}_{\sigma}$ find $f \in \breve{X}_{\sigma^{\prime}}$ with $f-f \circ T_{\omega}=r$.

The subspaces $\breve{X}_{\sigma} \subseteq X_{\sigma}$ are described in Definition 8.4.1 of the previous section.

In order to solve this problem, we need $\omega$ to satisfy certain Diophantine conditions. We will also need to loose some regularity in $f$, that is given $r \in \breve{X}_{\sigma}$ we will be able to define $f \in \breve{X}_{\sigma^{\prime}}$ for $0 \leq \sigma^{\prime}<\sigma \leq 1$.

Definition 8.5.1. Let $\Upsilon$ be a Rüssmann Modulus (see Definition 4.2.6). Define the set of $\Upsilon$-Diophantine vectors, $\mathcal{D}_{\Upsilon}$, as

$$
\begin{equation*}
\mathcal{D}_{\Upsilon} \equiv\left\{\omega \in \mathbb{R}^{n} / \mathbb{Z}^{n}: \forall k \in \mathbb{Z}^{n} \backslash\{0\} \forall m \in \mathbb{Z},|\omega \cdot k-m|^{-1} \leq \Upsilon(|k|)\right\} \tag{8.10}
\end{equation*}
$$

Also define

$$
\begin{equation*}
\mathcal{R}_{\Upsilon}^{k, m} \equiv\left\{\omega \in \mathbb{R}^{n} / \mathbb{Z}^{n}:|\omega \cdot k-m|<\frac{1}{\Upsilon(|k|)}\right\} \tag{8.11}
\end{equation*}
$$

and note

$$
\mathcal{D}_{\Upsilon}=\mathbb{R}^{n} / \mathbb{Z}^{n} \backslash\left(\bigcup_{\substack{k \neq 0 \\ m \in \mathbb{Z}}} \mathcal{R}_{\Upsilon}^{k, m}\right)
$$

Proposition 8.5.2. Let $\Upsilon(r) \geq c r^{\nu}$ with $\nu>n$ (note that for $c>0, \nu>0$, the function $\Upsilon(r)=c r^{\nu}$ is a Brjuno modulus). There exists a positive constant $M$, depending only on $n$ and $\nu$, such that for any $v \in \mathbb{R}^{n}$ one has

$$
\left|B(v, \epsilon) \cap \mathcal{D}_{\Upsilon}\right| \geq|B(v, \epsilon)|-M \epsilon^{n} / c>0
$$

Proof. Fix $k$ and $m$ and note $\mathcal{R}_{\Upsilon}^{k, m}$ is a the region between two hyperplanes normal to the vector $k$. The thickness of this region is $\frac{2}{|k| \Upsilon(|k|)}$ and its intersection with $B(v, \epsilon)$ is no larger than $\frac{2 \pi_{n-1} \epsilon^{n-1}}{|k| \Upsilon(|k|)}$ (here $\pi_{n-1}$ is the area of the unit $n-1$ ball). Note that changing $m$ simply translates these hyperplanes by $1 /|k|$, hence $\mathcal{R}_{\Upsilon}^{k, m}$ will intersect $B(v, \epsilon)$ for at most $2 \epsilon|k|$ values of $m$ and so the measure of

$$
B(v, \epsilon) \bigcap\left(\bigcup_{m \in \mathbb{Z}} \mathcal{R}_{\Upsilon}^{k, m}\right)
$$

is at most $\frac{4 \pi_{n-1 \epsilon^{n}}}{\Upsilon(|k|)}$. Using $\Upsilon(r) \geq c r^{\nu}$ we see this is no larger than $\frac{4 \pi_{n-1} \epsilon^{n}}{c|k|^{\nu}}$. Finally, letting $k$ vary, we see that the measure of

$$
\begin{equation*}
B(v, \epsilon) \bigcap\left(\bigcup_{\substack{k \neq 0 \\ m \in \mathbb{Z}}} \mathcal{R}_{\Upsilon}^{k, m}\right) \tag{8.12}
\end{equation*}
$$

is at most $\sum_{k \neq 0} \frac{4 \pi_{n-1} \epsilon^{n}}{\left.c|k|\right|^{\nu}} \leq M \epsilon^{n} / c$. Since the compliment of (8.12) in $B(v, \epsilon)$ is $B(v, \epsilon) \cap \mathcal{D}_{\Upsilon}$, the result follows.

Provided $\omega \in \mathcal{D}_{\Upsilon}$, the small divisor problem (SD) can be solved as described in the following:

Proposition 8.5.3. (Small Divisors) Given $\omega \in \mathcal{D}_{\Upsilon}$ with $\Upsilon$ a Rüssmann Modulus (see Definition 4.2.6 and Definition 8.5.1) and $r \in \breve{X}_{\sigma}$, for any $0 \leq$ $\sigma^{\prime}<\sigma \leq 1$ there exists unique $f \in \breve{X}_{\sigma^{\prime}}$ such that

$$
\begin{equation*}
\mathcal{S}_{\omega}[f]=f-f \circ T_{\omega}=r \tag{8.13}
\end{equation*}
$$

Denoting $f$ by $\mathcal{S}_{\omega}^{-1}[r]$, for $0 \leq \sigma^{\prime}<\sigma \leq 1$, we obtain a linear operator

$$
\mathcal{S}_{\omega}^{-1}: \breve{X}_{\sigma} \rightarrow \breve{X}_{\sigma^{\prime}}
$$

with operator norm

$$
\begin{equation*}
\left\|\mathcal{S}_{\omega}^{-1}[r]\right\|_{X_{\sigma^{\prime}}} \leq \Omega_{\Upsilon}\left(\sigma-\sigma^{\prime}\right)\|r\|_{X_{\sigma}} \tag{8.14}
\end{equation*}
$$

Here $\Omega_{\Upsilon}$ is as defined in (4.11) of Example 4.2.8. Finally, viewing

$$
\mathcal{S}_{\omega}^{-1}: \mathcal{D}_{\Upsilon} \rightarrow L\left(\breve{X}_{\sigma}, \breve{X}_{\sigma^{\prime}}\right)
$$

we have $\mathcal{S}_{\omega}^{-1} \in C_{W h t}^{\infty}\left(\mathcal{D}_{\Upsilon}, L\left(\breve{X}_{\sigma}, \breve{X}_{\sigma^{\prime}}\right)\right)$ with

$$
\begin{equation*}
\left\|\mathcal{S}_{\omega}^{-1}\right\|_{C_{W h t}^{\gamma}} \leq\left[\Omega_{\Upsilon}\left(\sigma-\sigma^{\prime}\right)\right]^{\gamma} \tag{8.15}
\end{equation*}
$$

Proof. Expanding $r$ and the unknown $f$ in a Fourier series, i.e.

$$
r(x)=\sum_{k \neq 0} \hat{r}_{k} e^{2 \pi i k \cdot x} \quad \text { and } \quad f(x)=\sum_{k \neq 0} \hat{f}_{k} e^{2 \pi i k \cdot x}
$$

note that (8.13) becomes

$$
\begin{equation*}
\hat{f}_{k}\left(1-e^{2 \pi i k \cdot \omega}\right)=\hat{r}_{k} \tag{8.16}
\end{equation*}
$$

Formally, dividing (8.16) by ( $1-e^{2 \pi i k \cdot \omega}$ ) gives the Fourier coefficients of $w$. To establish convergence, note that for all $k \in \mathbb{Z}^{n}$ with $k \neq 0$

$$
\left|1-e^{2 \pi i k \cdot \omega}\right| \geq|\sin 2 \pi k \cdot \omega| \geq 2 / \pi \min \{|k \cdot \omega-m|: m \in \mathbb{Z}\}
$$

and since $\omega$ is irrational we can invert this equation to get

$$
\begin{equation*}
\left|1-e^{2 \pi i k \cdot \omega}\right|^{-1} \leq \frac{\pi}{2} \max \left\{|k \cdot \omega-m|^{-1}: m \in \mathbb{Z}\right\} \tag{8.17}
\end{equation*}
$$

Since $\omega \in \mathcal{D}_{\Upsilon}$ we have $|k \cdot \omega-m|^{-1} \leq \Upsilon(|k|)$ for all $m \in \mathbb{Z}$ and $k \in \mathbb{Z}^{n}, k \neq 0$. Combining with (8.17) (and absorbing the $\pi / 2$ into $\Upsilon$ ), for all $k \in \mathbb{Z}^{n}, k \neq 0$, we get

$$
\begin{equation*}
\left|1-e^{2 \pi i k \cdot \omega}\right|^{-1} \leq \Upsilon(|k|) \tag{8.18}
\end{equation*}
$$

Cauchy estimate for the Fourier coefficients of $r$ give us

$$
\begin{equation*}
\left|\hat{r}_{k}\right| \leq e^{-2 \pi|k| \sigma}\|r\|_{X_{\sigma}} \tag{8.19}
\end{equation*}
$$

and combining with (8.18) we get

$$
\begin{equation*}
\left|\hat{f}_{k}\right|=\left|\frac{\hat{r}_{k}}{\left(1-e^{2 \pi i k \cdot \omega}\right)}\right| \leq \Upsilon(|k|) e^{-2 \pi|k| \sigma}\|r\|_{X_{\sigma}} \tag{8.20}
\end{equation*}
$$

Restricting $|\operatorname{Im}(z)| \leq \sigma^{\prime}$ the Fourier series for $f(z)$ converges and using (8.20) we have

$$
|f(z)| \leq \underbrace{\left(\sum_{k \neq 0} \Upsilon(|k|) e^{-2 \pi|k| r\left(\sigma-\sigma^{\prime}\right)}\right)}_{=\Omega_{\Upsilon}\left(\sigma-\sigma^{\prime}\right)}\|r\|_{X_{\sigma}}
$$

This establishes (8.14).
To establish $\mathcal{S}_{\omega}^{-1} \in C_{W h t}^{\infty}\left(\mathcal{D}_{\Upsilon}, L\left(\breve{X}_{\sigma}, \breve{X}_{\sigma^{\prime}}\right)\right)$ with (8.15), apply Proposition 8.5.5 with $s_{k}(\omega)=\frac{1}{1-e^{2 \pi i k \cdot \omega}}$ and $A=\mathcal{D}_{\Upsilon}$.

Remark 8.5.4. Note that given any $k$ for which estimate (8.18) is sharp, those $k^{\prime}$ near $k$ will satisfy much better estimates. Using this observation one can obtain estimates which are sharper than (8.14) (see [Rüs75], [Rüs76b]).

Proposition 8.5.5. Let $\gamma$ and $A$ be given with $k<\gamma \leq k+1$ and $A$ an arbitrary subset of a Banach space. For $k \in \mathbb{Z}^{n}$ let $s_{k} \in C_{W h t}^{\gamma}(A, \mathbb{R})$ with and $\left\|s_{k}\right\|_{C_{W h t}^{\gamma}} \leq \Upsilon(|k|)$ for $\Upsilon$ a Rüssmann Modulus (see Definition 4.2.6). Given $f \in X_{\sigma}$ with $f(x)=\sum_{k \in \mathbb{Z}^{n}} f_{k} e^{2 \pi i k \cdot x}$ define

$$
S(\omega)[f](x)=\sum_{k \in \mathbb{Z}^{n}} s_{k}(\omega) f_{k} e^{2 \pi i k \cdot x}
$$

Then $S \in C_{W h t}^{\gamma}\left(A, L\left(X_{\sigma}, X_{\sigma^{\prime}}\right)\right)$ with $\|S\|_{C_{W h t}^{\gamma}} \leq \Omega_{\Upsilon}\left(\sigma-\sigma^{\prime}\right)$. Denoting the $k$-jet of $s_{k}$ with $\left\{s_{k, j}\right\}_{j=0}^{k}$ the $k$-jet of $S$ has the form $\left\{S_{j}\right\}_{j=0}^{k}$ where

$$
S_{j}(\omega)[f](x)=\sum_{k \in \mathbb{Z}^{n}} s_{k, j}(\omega) f_{k} e^{2 \pi i k \cdot x}
$$

Proof. Straightforward.

Combining Proposition 8.5.3 with Definition 8.4.1 we get the following:

Definition 8.5.6. Given $g \in X_{\sigma} \backslash \breve{X}_{\sigma}$ define the operator

$$
\begin{equation*}
\mathcal{S}_{\omega, g}: \breve{X}_{\sigma} \times \mathbb{R} \rightarrow X_{\sigma} \quad \mathcal{S}_{\omega, g}[f, c] \equiv f-f \circ T_{\omega}+c g \tag{8.21}
\end{equation*}
$$

Using (8.8) we can have the following (unbounded) inverse

$$
\mathcal{S}_{\omega, g}^{-1}: X_{\sigma} \rightarrow \breve{X}_{\sigma^{\prime}} \times \mathbb{R}
$$

defined by

$$
\begin{equation*}
\mathcal{S}_{\omega, g}^{-1}[r] \equiv\left(\mathcal{S}_{\omega}^{-1}\left[\Pi_{g \rightarrow 0}[r]\right], \Pi_{g \rightarrow 1}[r]\right) \tag{8.22}
\end{equation*}
$$

For $0 \leq \sigma^{\prime}<\sigma \leq 1$ we have

$$
\begin{equation*}
\left\|\mathcal{S}_{\omega, g}^{-1}[r]\right\|_{\breve{X}_{\sigma^{\prime} \times \mathbb{R}}} \leq C \Omega_{\Upsilon}\left(\sigma-\sigma^{\prime}\right)\|r\|_{X_{\sigma}} \tag{8.23}
\end{equation*}
$$

with $C=\left(1+\frac{\max \left(\|g\|_{X_{\sigma}}, 1\right)}{|\operatorname{avg} g|}\right)$.

Similarly, combining Proposition 8.5.3 with Definition 8.4.2 we get the following:

Definition 8.5.7. Given $M$ a matrix with $m_{i, j} \in X_{\sigma}$ such that the matrix $\bar{M} \in M(n, \mathbb{R})$ formed by averaging the coefficients, i.e. $\bar{m}_{i, j}=\operatorname{avg}\left[m_{i, j}\right]$, is invertible, define the operator

$$
\begin{equation*}
\mathcal{S}_{\omega, M}:\left[\breve{X}_{\sigma}\right]^{n} \times \mathbb{R}^{n} \rightarrow\left[X_{\sigma}\right]^{n} \quad \mathcal{S}_{\omega, M}[f, v] \equiv f-f \circ T_{\omega}+M v \tag{8.24}
\end{equation*}
$$

Using (8.9) we have the following (unbounded) inverse

$$
\mathcal{S}_{\omega, M}^{-1}:\left[X_{\sigma}\right]^{n} \rightarrow\left[\breve{X}_{\sigma^{\prime}}\right]^{n} \times \mathbb{R}^{n}
$$

defined by

$$
\begin{equation*}
\mathcal{S}_{\omega, M}^{-1}[r] \equiv\left(\mathcal{S}_{\omega}^{-1}\left[\Pi_{M \rightarrow 0}[r]\right], \Pi_{M \rightarrow 1}[r]\right) \tag{8.25}
\end{equation*}
$$

Here $\mathcal{S}_{\omega}^{-1}:\left[\breve{X}_{\sigma}\right]^{n} \rightarrow\left[\breve{X}_{\sigma^{\prime}}\right]^{n}$ is simply applying $\mathcal{S}_{\omega}^{-1}$ from Lemma 8.5.3 on each component. Note, for $0 \leq \sigma^{\prime}<\sigma \leq 1$ we have the estimate

$$
\begin{equation*}
\left\|\mathcal{S}_{\omega, M}^{-1}[r]\right\|_{\left[\breve{X}_{\sigma^{\prime}}\right]^{n} \times \mathbb{R}^{n}} \leq C \Omega_{\Upsilon}\left(\sigma-\sigma^{\prime}\right)\|r\|_{\left[X_{\sigma}\right]^{n}} \tag{8.26}
\end{equation*}
$$

with $C=\left(1+\max \left(\|M\|_{M\left(n, X_{\sigma}\right)}, 1\right)\left\|\bar{M}^{-1}\right\|_{M(n, \mathbb{R})}\right)$.
We will use $\mathcal{S}_{\omega, M}^{-1}$ in Chapter 9 .

### 8.6 Analytic smoothing

As noted in Example 4.1.12, there exists analytic smoothing $S_{t}$ in $X_{\sigma}=$ $A\left(r \sigma, C^{m}\left(\mathbb{T}^{n}\right)\right)$ with respect to the $X_{0}^{q}$ where $X_{0}^{q}=C^{q+m}\left(\mathbb{T}^{n}\right)$ for $q+m \notin \mathbb{Z}$ and $X_{0}^{q}=\hat{C}^{q+m}\left(\mathbb{T}^{n}\right)$ for $q+m \notin \mathbb{Z}$. See Lemma 2.1 of [Zeh75] for a proof.

Throughout the remainder of this section, let $X_{\sigma} \equiv A\left(\sigma, C^{0}\left(\mathbb{T}^{n}\right)\right)$ with $X_{0}^{q}=C^{q}\left(\mathbb{T}^{n}\right)$ for $q \notin \mathbb{Z}$ and $X_{0}^{q}=\hat{C}^{q}\left(\mathbb{T}^{n}\right)$ for $q \in \mathbb{Z}$. In order to establish
the smoothing estimates for the composition of torus diffeomorphisms in the next section (Section 8.7), we explicitly construct the smoothing $S_{t}$ in $X_{\sigma}$ with respect to $X_{0}^{q}$ as described in Section 2 of [Zeh75].

Choose $\tilde{\rho}: \mathbb{R} \rightarrow[0,1], C^{\infty}$, even, $\tilde{\rho} \equiv 1$ on $[-1 /(2 \pi), 1 /(2 \pi)]$, nonincreasing on $[0,1]$, with support in $[-(1+\epsilon) /(2 \pi),(1+\epsilon) /(2 \pi)]$. Let $\rho: \mathbb{R} \rightarrow \mathbb{R}$ be the Fourier transform of $\tilde{\rho}$ and note that using the definition of the Fourier transform, $\rho$ has an analytic continuation to an entire holomorphic function on $\mathbb{C}$. Define the functions $\tilde{s}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $s: \mathbb{C}^{n} \rightarrow \mathbb{C}$ by

$$
\tilde{s}\left(x_{1}, \ldots, x_{n}\right)=\tilde{\rho}\left(x_{1}\right) \cdots \tilde{\rho}\left(x_{n}\right)
$$

and

$$
s\left(z_{1}, \ldots, z_{n}\right)=\rho\left(z_{1}\right) \cdots \rho\left(z_{n}\right)
$$

Note that $s$ is the Fourier transform of $\tilde{s}$ and like $\rho$ can be extended to an entire holomorphic function. With the scaling $s_{t}(z)=t^{n} s(t z)$, we define the analytic smoothing $S_{t} \in L\left(X_{0}, X_{1}\right)$ by

$$
S_{t}[f]=s_{t} * f
$$

We can also write this as

$$
\begin{equation*}
S_{t}[f](z)=t^{n} \int_{\mathbb{R}} s(t(y-z)) f(y) d y \tag{8.27}
\end{equation*}
$$

or, using the change of variables $\xi=t \operatorname{Re}(y-z)=t y-t \operatorname{Re}(z)$,

$$
\begin{equation*}
S_{t}[f](z)=\int_{\mathbb{R}} s(\xi-i t \operatorname{Im}(z)) f(\operatorname{Re}(z)+\xi / t) d \xi \tag{8.28}
\end{equation*}
$$

Another useful expression of $S_{t}[f]$ is

$$
\begin{equation*}
S_{t}[f](z)=\sum_{k \in \mathbb{Z}^{n}} \tilde{s}(k / t) f_{k} e^{2 \pi i k \cdot z} \tag{8.29}
\end{equation*}
$$

Here $f_{k}$ are the Fourier coefficients of $f$, i.e. $f(x)=\sum_{k \in \mathbb{Z}^{n}} f_{k} e^{2 \pi i k \cdot x}$. From (8.27) or (8.29) it is clear that $S_{t}[f]$ is an entire function, while from (8.28) or (8.29) it is clear that $S_{t}$ maps periodic functions to periodic functions.

The proof of estimates (4.3), (4.4) and (4.5), which establish that $S_{t}$ is indeed an analytic smoothing in $X_{\sigma}$ with respect to $X_{0}^{q}$, can be found in Lemma 2.1 of [Zeh75]. In addition to these estimates, we have the following:

Lemma 8.6.1. Let $S_{t}: X_{0} \rightarrow X_{1}$ be analytic smoothing as defined above.

- Given constants $r, C \geq 1$ there exists a constant $M$ such that for all $g \in X_{1}$, and $t \geq 1$ with $t^{-1}(C+r \log (t)) \leq 1$

$$
\begin{equation*}
\left\|\left(1-S_{t}\right) g\right\|_{X_{C^{-1}}} \leq M t^{-r+n}\|g\|_{X_{t^{-1}(C+r \log (t))}} \tag{8.30}
\end{equation*}
$$

- There exists a constant $M$ such that given $f \in X_{0}^{q}$ with $q=p+\alpha$, $p$ a positive integer and $\alpha \in(0,1)$, and $r(1+\epsilon)+n \leq q$, for all $t>1$

$$
\begin{equation*}
\left\|S_{t} f\right\|_{X_{t^{-1}(C+r \log (t))}} \leq M\|f\|_{X_{0}^{q}} \tag{8.31}
\end{equation*}
$$

Corollary 8.6.2. Given $q \geq q *=(2+\epsilon) n$ there exists positive constants $t_{0}$ such that for any $f \in X_{0}^{q}$ and $t>t_{0}$

$$
\begin{equation*}
\left\|\left(1-S_{t}\right) S_{t}[f]\right\|_{X_{C^{-1}}} \leq M t^{-q+q *}\|f\|_{X_{0}^{q}} \tag{8.32}
\end{equation*}
$$

Proof. Take $r=(q-n) /(1+\epsilon)$ and apply (8.30) and (8.31).

## Proof of Lemma 8.6.1

First we consider (8.30). To simplify notation, let $M$ be a "generic" constant that does not depend on $t$ or $g$ but can depend on $n, r$ and $C$. By "generic" we mean that if $M$ is multiplied by another constant we continue to denote the product by $M$. With $g \in X_{1}$, by shifting the contour of integration we can estimate the Fourier coefficients of $g$ as follows

$$
\left|g_{k}\right| \leq\|g\|_{X_{t^{-1}(C+r \log (t))}} e^{-2 \pi|k| t^{-1}(C+r \log (t))}
$$

Using (8.29) for $|\operatorname{Im}(z)| \leq C t^{-1}$ we have

$$
\begin{aligned}
\left|\left(1-S_{t}\right)[g](z)\right| & \leq\left(\sum_{t /(2 \pi) \leq|k|} e^{-2 \pi|k| t^{-1}(C+r \log (t))} e^{2 \pi|k| C t^{-1}}\right)\|g\|_{X_{t^{-1}(C+r \log (t))}} \\
& \leq M\left(\int_{t /(2 \pi)}^{\infty} s^{n-1} e^{-(2 \pi r \log (t) / t) s} d s\right)\|g\|_{X_{t-1}(C+r \log (t))} \\
& \leq M t^{-r+n} \text { Polynomial }\left(\frac{1}{\log (t)}\right)\|g\|_{X_{t^{-1}(C+r \log (t))}} \\
& \leq M t^{-r+n}\|g\|_{X_{t^{-1}(C+r \log (t))}}
\end{aligned}
$$

This establishes (8.30).
Next, we consider (8.31). Again, to simplify notation, let $M$ be a "generic" constant that does not depend on $t$ or $f$ but can depend on $n, q, r$ and $C$. For $f \in X_{0}^{q}$, with $q=p+\alpha, p$ a positive integer and $\alpha \in(0,1)$, using integration by parts we can estimate the Fourier coefficients as follows

$$
\left|f_{k}\right| \leq \frac{M}{(1+|k|)^{q}}\|f\|_{X_{0}^{q}}
$$

Using (8.29) for $|\operatorname{Im}(z)| \leq t^{-1}(C+r \log (t))$ and provided $r(1+\epsilon)+n \leq q$ we have

$$
\begin{aligned}
\left|S_{t}[g](z)\right| & \leq M\left(\sum_{|k| \leq t(1+\epsilon) /(2 \pi)} \frac{e^{2 \pi|k| t^{-1}(C+r \log (t))}}{(1+|k|)^{q}}\right)\|f\|_{X_{0}^{q}} \\
& \leq M\left(\int_{0}^{t(1+\epsilon) /(2 \pi)} s^{n-1} \frac{e^{2 \pi s t^{-1}(C+r \log (t))}}{(1+s)^{q}} d s\right)\|f\|_{X_{0}^{q}} \\
& \leq M\left(M+\int_{1}^{t(1+\epsilon) /(2 \pi)} s^{n-q-1} e^{2 \pi t^{-1} r \log (t) s} d s\right)\|f\|_{X_{0}^{q}} \\
& \leq M\left(M+\left(\frac{t}{(2 \pi r \log (t))}\right)^{n-q} \int_{1}^{(1+\epsilon) r \log (t)} u^{n-q-1} e^{u} d u\right)\|f\|_{X_{0}^{q}} \\
& \leq M\left(M+t^{n+r(1+\epsilon)-q}\right)\|f\|_{X_{0}^{q}} \\
& \leq M\|f\|_{X_{0}^{q}}
\end{aligned}
$$

Which establishes (8.31) and completes the lemma.

### 8.7 Composition of torus diffeomorphisms

Let $X_{\sigma}$ and $X_{0}^{q}$ be as in the previous section. Let $A \in M(n, \mathbb{Z})$ be given. Note for any $f, g \in\left[X_{0}^{q}\right]^{n}$, the composition $f \circ(A+g)(x)=f(A x+g(x))$ makes sense and is in fact an element of $\left[X_{0}^{q}\right]^{n}$. For $f, g \in\left[X_{\sigma}\right]^{n}$, one needs to ensure the range of $A+g$ remains in the domain of analyticity for $f$. Note that

$$
\begin{aligned}
& \{|\operatorname{Im}(A z+g(z))|:|\operatorname{Im}(z)| \leq \sigma\} \\
& \qquad \begin{array}{l}
\leq \sup \left\{\left|\frac{\partial}{\partial y} \operatorname{Im}(A[x+i y]+g(x+i y))\right|:|y| \leq \sigma\right\} \sigma \\
\end{array} \quad \leq\left(\|A\|_{M(n, \mathbb{Z})}+\|D g\|_{X_{\sigma}}\right) \sigma
\end{aligned}
$$

Thus, for any $C \geq 1$, given $f \in\left[X_{\sigma^{\prime}}\right]^{n}$ and taking $\sigma C \leq \sigma^{\prime}$, for any $g \in X_{\sigma}$ with $\left(\|A\|_{M(n, \mathbb{Z})}+\|D g\|_{X_{\sigma}}\right) \leq C$ we have $f \circ(A+g) \in X_{\sigma}$.

Proposition 8.7.1. We have the following basic estimates:

1. For any $C \geq 1$, if $f \in\left[X_{\sigma^{\prime}}\right]^{n}$ and $\sigma C \leq \sigma^{\prime}$, then, for any $g \in X_{\sigma}$ with $\left(\|A\|_{M(n, \mathbb{Z})}+\|D g\|_{X_{\sigma}}\right) \leq C$,

$$
\begin{equation*}
\|f \circ(A+g)\|_{\left[X_{\sigma}\right]^{n}} \leq\|f\|_{\left[X_{\sigma^{\prime}}\right]^{n}} \tag{8.33}
\end{equation*}
$$

2. For any $C \geq 1$, if $f \in\left[X_{\sigma^{\prime}}\right]^{n}$ and $\sigma C \leq \sigma^{\prime}$, then, for any $g_{1}, g_{2} \in X_{\sigma}$ with $\left(\|A\|_{M(n, \mathbb{Z})}+\left\|D g_{i}\right\|_{X_{\sigma}}\right) \leq C$,

$$
\begin{equation*}
\left\|f \circ\left(A+g_{1}\right)-f \circ\left(A+g_{2}\right)\right\|_{\left[X_{\sigma}\right]^{n}} \leq\|D f\|_{\left[X_{\sigma^{\prime}}\right]^{n}}\left\|g_{1}-g_{2}\right\|_{\left[X_{\sigma}\right]^{n}} \tag{8.34}
\end{equation*}
$$

3. If $f \in\left[X_{0}^{q}\right]^{n}$ and $g \in\left[X_{0}^{q}\right]^{n}$ with $q \geq 1$ then

$$
\begin{equation*}
\|f \circ(A+g)\|_{\left[X_{0}^{q}\right]^{n}} \leq C\|f\|_{\left[X_{0}^{q}\right]^{n}}\left(1+\left(\|A\|_{M(n, \mathbb{Z})}+\|g\|_{\left[X_{0}^{q}\right]^{n}}\right)^{q}\right) \tag{8.35}
\end{equation*}
$$

4. If $f \in\left[X_{0}^{q^{\prime}}\right]^{n}$ and $g_{1}, g_{2} \in\left[X_{0}^{q}\right]^{n}$ where $q^{\prime}>q \geq 1$ then there exists positive numbers $M, \delta$ and $\rho$ so that, for $\left\|g_{1}-g_{2}\right\|_{\left[X_{0}^{q}\right]^{n}}<\delta$,

$$
\begin{equation*}
\left\|f \circ\left(A+g_{1}\right)-f \circ\left(A+g_{2}\right)\right\|_{\left[X_{0}^{q}\right]^{n}} \leq M\|f\|_{\left[X_{0}^{q^{\prime}}\right]^{n}}\left\|g_{1}-g_{2}\right\|_{\left[X_{0}^{q}\right]^{n}}^{\rho} \tag{8.36}
\end{equation*}
$$

Proof. Statements (1) and (2) are immediate. See Theorem 4.3 in [dlLO99] for (3) and Theorem 6.2 in [dlLO99] for (4).

The following lemma establishes that composition satisfies Hypothesis (F.S4) defined in Section 4.3.3.

Lemma 8.7.2. Given $A \in M(n, \mathbb{Z})$ and $C>1$, for $q>1$ consider the open sets

$$
U_{0}^{q}=\left\{f \in\left[X_{0}^{q}\right]^{n}:\|D f\|_{\left[X_{0}\right]}<C\right\}
$$

and

$$
V_{0}^{q}=\left\{g \in\left[X_{0}^{q}\right]^{n}:\|D g\|_{\left[X_{0}\right]}<C^{*}\right\}
$$

where $C^{*}=\left(C-\|A\|_{M(n, \mathbb{Z})}\right) / \max (k(0), M)$ with $k(0)$ the constant in (4.4) and $M$ the constant in (8.31).

With smoothing as defined in Section 8.6, for any $f \in U_{0}^{q}$ and $g \in V_{0}^{q}$ one has

$$
\begin{equation*}
\left\|\left(S_{t}[f]\right) \circ\left(A+S_{t}[g]\right)-S_{t}[f \circ(A+g)]\right\|_{X_{t^{-1}}} \leq M_{4}(q) t^{-q+q *} \tag{8.37}
\end{equation*}
$$

Proof. The proof follows by combining the estimates from Lemma 8.6.1 and Proposition 8.7.1. In order to apply these estimates, we break

$$
E \equiv\left(S_{t}[f]\right) \circ\left(A+S_{t}[g]\right)-S_{t}[f \circ(A+g)]
$$

into several terms as follows. First, write

$$
f=\underbrace{S_{t}[f]}_{f_{a}}+\underbrace{\left(1-S_{t}\right)[f]}_{f_{s}}
$$

and note

$$
\begin{aligned}
E & \equiv \underbrace{\left(S_{t}\left[f_{a}\right]\right) \circ\left(A+S_{t}[g]\right)-S_{t}\left[f_{a} \circ(A+g)\right]}_{E_{a}} \\
& +\underbrace{\left(S_{t}\left[f_{s}\right]\right) \circ\left(A+S_{t}[g]\right)-S_{t}\left[f_{s} \circ(A+g)\right]}_{E_{s}}
\end{aligned}
$$

We further break down $E_{a}$ as follows

$$
\begin{aligned}
E_{a} & \equiv \underbrace{\left(S_{t}\left[f_{a}\right]\right) \circ\left(A+S_{t}[g]\right)-f_{a} \circ\left(A+S_{t}[g]\right)}_{E_{a 1}} \\
& +\underbrace{f_{a} \circ\left(A+S_{t}[g]\right)-S_{t}\left[f_{a} \circ\left(A+S_{t}[g]\right)\right]}_{E_{a 2}} \\
& +\underbrace{S_{t}\left[f_{a} \circ\left(A+S_{t}[g]\right)\right]-S_{t}\left[f_{a} \circ(A+g)\right]}_{E_{a 3}}
\end{aligned}
$$

Note that $\|A\|_{M(n, \mathbb{Z})}+\left\|S_{t}[D g]\right\|_{\left[X_{t^{-1}}\right]^{n}}<C$ and hence

$$
\begin{align*}
\left\|E_{a 1}\right\|_{\left[X_{t^{-1}}\right]^{n}} & =\left\|\left[\left(1-S_{t}\right) f_{a}\right] \circ\left(A+S_{t}[g]\right)\right\|_{\left[X_{t^{-1}}\right]^{n}}  \tag{8.38}\\
& \leq\left\|\left(1-S_{t}\right) f_{a}\right\|_{\left[X_{C t^{-1}}\right]^{n}} \\
& \leq M(q) t^{-q+q^{*}}\|f\|_{\left[X_{0}^{q}\right]^{n}}
\end{align*}
$$

Also, with $r$ as in Corollary 8.6.2, note $\|A\|_{M(n, \mathbb{Z})}+\left\|S_{t}[D g]\right\|_{\left[X_{\left.t^{-1}(1+r \log (t))\right]^{n}}<C\right.}$ and hence

$$
\begin{align*}
\left\|E_{a 2}\right\|_{\left[X_{\left.t^{-1}\right]^{n}}\right.} & =\left\|\left(1-S_{t}\right)\left[f_{a} \circ\left(A+S_{t}[g]\right)\right]\right\|_{\left[X_{t^{-1}}\right]^{n}}  \tag{8.39}\\
& \leq M t^{-r+n}\left\|f_{a} \circ\left(A+S_{t}[g]\right)\right\|_{\left[X_{\left.t^{-1}(1+r \log (t))\right]^{n}}\right.} \\
& \leq M t^{-r+n}\left\|f_{a}\right\|_{\left[X_{C t^{-1}(1+r \log (t))}\right]^{n}} \\
& \leq M t^{-q+q *}\left(\|f\|_{\left[X_{0}^{q}\right]^{n}}\right)
\end{align*}
$$

Next, for $q^{\prime}<q$, we have

$$
\begin{align*}
\left\|E_{a 3}\right\|_{\left[X_{t^{-1}}\right]^{n}} & =\left\|S_{t}\left[f_{a} \circ\left(A+S_{t}[g]\right)-f_{a} \circ(A+g)\right]\right\|_{\left[X_{\left.t^{-1}\right]^{n}}\right.}  \tag{8.40}\\
& \leq M\left\|f_{a} \circ\left(A+S_{t}[g]\right)-f_{a} \circ(A+g)\right\|_{\left[X_{0}^{0}\right]^{n}} \\
& \leq M\left\|f_{a}\right\|_{\left[X_{0}^{\left.q^{\prime}\right]^{n}}\right.}\left\|S_{t}[g]-g\right\|_{\left[X_{0}^{0}\right]^{n}}^{\rho} \\
& \leq M t^{-q \rho}\left\|f_{a}\right\|_{\left[X_{0}^{\left.q^{\prime}\right]^{n}}\right.}\|g\|_{X_{0}^{q}}^{\rho}
\end{align*}
$$

Finally, note $\|A\|_{M(n, \mathbb{Z})}+\left\|S_{t}[D g]\right\|_{\left[X_{\left.t^{-1}\right]^{n}}\right.}<C$ and hence

$$
\begin{align*}
\left\|E_{s}\right\|_{\left[X_{\left.t^{-1}\right]^{n}}\right.} & \leq\left\|S_{t}\left[f_{s}\right] \circ\left(A+S_{t}[g]\right)\right\|_{\left[X_{\left.t^{-1}\right]^{n}}\right.}+\left\|S_{t}\left[f_{s} \circ(A+g)\right]\right\|_{\left[X_{\left.t^{-1}\right]^{n}}\right.}  \tag{8.41}\\
& \leq\left\|S_{t}\left[f_{s}\right]\right\|_{\left[X_{\left.C t^{-1}\right]^{n}}\right.}+M\left\|f_{s} \circ(A+g)\right\|_{\left[X_{0}^{0}\right]^{n}} \\
& \leq M\left\|f_{s}\right\|_{\left[X_{0}^{0}\right]^{n}}+M\left\|f_{s}\right\|_{\left[X_{0}^{0}\right]^{n}}\left(1+\|A\|_{M(n, \mathbb{Z})}+\|g\|_{\left[X_{0}^{0}\right]^{n}}\right) \\
& \leq M t^{-q}\|[f]\|_{\left[X_{0}^{q}\right]^{n}}\left(2+\|A\|_{M(n, \mathbb{Z})}+\|g\|_{\left[X_{0}^{0}\right]^{n}}\right)
\end{align*}
$$

Combining (8.38), (8.39), (8.40) and (8.41) we get (8.37).

Theorem 8.7.3. Given $A \in M(n, \mathbb{Z})$ and $C>1$, define $Y_{\sigma}=X_{C^{*} \sigma}$ where

$$
C^{*}=\left(C-\|A\|_{M(n, \mathbb{Z})}\right) / \max (k(0), M)
$$

with $k(0)$ the constant in (4.4) and $M$ the constant in (8.31). Also, we define $U_{0}=\left\{f \in\left[X_{0}^{q}\right]^{n}:\|D f\|_{\left[X_{0}\right]}<C\right\}, V_{0}=\left\{g \in\left[X_{0}^{q}\right]^{n}:\|D g\|_{\left[X_{0}\right]}<C^{*}\right\}$ and the functional

$$
\begin{equation*}
\mathcal{F}: U_{0} \times V_{0} \rightarrow Z_{0} \quad \mathcal{F}(f, g) \equiv f \circ(A+g) \tag{8.42}
\end{equation*}
$$

For $0<\sigma \leq 1$ take $U_{\sigma}=U_{0} \cap X_{\sigma}$ and $V_{\sigma}=V_{0} \cap Y_{\sigma}$ (note $U_{\sigma}$ and $V_{\sigma}$ are open). For $0 \leq \sigma \leq 1$, we have

$$
\mathcal{F}: U_{\sigma} \times V_{\sigma} \rightarrow Z_{\sigma}
$$

Similarly, for $0 \leq q<\infty$ take $U_{0}^{q}=U_{0} \cap X_{0}^{q}$ and $V_{0}^{q}=V_{0} \cap X_{0}^{q}$ (note that for $q>1$ the sets $U_{0}^{q}$ and $V_{0}^{q}$ are open). For $0 \leq q<\infty$, we have

$$
\mathcal{F}: U_{0}^{q} \times V_{0}^{q} \rightarrow Z_{0}^{q}
$$

Finally, we have:
(C0) The functional $\mathcal{F}$ defined in (8.42) satisfies Hypotheses (F0), (F.A0) and (F.SO) described in Section 4.3.
(C1) The functional $\mathcal{F}$ defined in (8.42) satisfies Hypotheses (F.P1), (F.A1), (F.W1), (F.S1) and (F.SW1) described in Section 4.3.
(C3) The functional $\mathcal{F}$ defined in (8.42) satisfies Hypothesis (F.S3) described in Section 4.3.
(C4) With smoothing as defined in Section 8.6, the functional $\mathcal{F}$ defined in (8.42) satisfies Hypothesis (F.S4) described in Section 4.3.

## Chapter 9

## An Application

The main application of Theorem 6.2.3 and Theorem 7.2 .2 we now present is to prove the following KAM theorem for the torus maps discuss in Example 4.3.1.

Theorem 9.0.4. Fix $\omega_{0} \in \mathcal{D}_{\Upsilon}$ with $\Upsilon(s) \geq c s^{\nu}$ for $\nu>n$ (see equation 8.10). Let $F_{\mu}=I d+f_{\mu}$ with $\mu \in \Omega \equiv B\left(0, r_{0}\right) \subseteq \mathbb{R}^{d}$ and $f_{\mu} \in\left[X_{\sigma}\right]^{n}$.

Assume:
(i) the map $\mu \rightarrow f_{\mu}$ is $C^{\gamma}$ for $\gamma>1$ with $k<\gamma \leq k+1$
(ii) $f_{0}=\omega_{0}$
(iii) $\operatorname{avg}\left[f_{\mu}\right]=\omega_{0}+A \mu^{\otimes m}+O\left(\mu^{\eta}\right)$ with $1 \leq m \leq k, \eta>m$ and $A \in$ $\operatorname{Sym}_{m}\left(\mathbb{R}^{d}, \mathbb{R}^{n}\right), A \neq 0$.

Then, there exists a Cantor set $\mathcal{C}_{F} \subseteq B\left(0, r_{*}\right) \subseteq B\left(0, r_{0}\right)$ such that
(a) For each $\mu \in \mathcal{C}_{F}$, there exists $h_{\mu} \in\left[X_{\sigma / 2}\right]^{n}$ and $a_{\mu} \in \mathcal{D}_{\Upsilon}$ such that with $H_{\mu}=I d+h_{\mu}$ we have

$$
\begin{equation*}
F_{\mu} \circ H_{\mu}=H_{\mu} \circ T_{a_{\mu}} \tag{9.1}
\end{equation*}
$$

Furthermore, $h_{\mu}: \mathcal{C}_{F} \rightarrow X_{\sigma / 2}$ and $a_{\mu}: \mathcal{C}_{F} \rightarrow \mathbb{R}$ are $C_{W h t}^{\gamma}$.
(b) Provided $c>0$ is sufficiently large then there exists positive constants $M$ and $r_{*}$ such that, for all $r$ with $0<r \leq r_{*}$,

$$
\begin{equation*}
\left|B_{\mathbb{R}^{d}}(0, r) \cap \mathcal{C}_{F}\right| \geq M r^{d / m}>0 \tag{9.2}
\end{equation*}
$$

Finally, if $\Upsilon(s)=c s^{\nu}$ the above holds then we can take $f_{\mu} \in\left[X_{0}^{q}\right]^{n}$ for $q$ sufficiently large and obtain $h_{\mu} \in\left[X_{0}^{q^{\prime}}\right]^{n}$ for some $q^{\prime}<q$.

Informally, Theorem 9.0.4 states that if $f_{0} \in \mathcal{D}_{\Upsilon}$ and $\operatorname{avg}\left[f_{\mu}\right]$ is not very degenerate then there is a cantor set $\mathcal{C}_{F}$ of large density such that for $\mu \in \mathcal{C}_{F}$ there exists a change of variables $H_{\mu}=I d+h_{\mu}$ which takes $F_{\mu}=I d+f_{\mu}$ to the rotation $T_{a_{\mu}}=I d+a_{\mu}$. The proof of Theorem 9.0.4 will be done by rephrasing equation (9.1) as a zero of some functional and apply Theorem 6.2 .3 (or, if $f_{\mu} \in\left[X_{0}^{q}\right]^{n}$ and $\Upsilon(s)=c s^{\nu}$, Theorem 7.2.2). Section 9.1 contains a detailed sketch of the steps involved in obtaining Theorem 9.0.4.

Note that Theorem 9.0.4 applies in the case we take

$$
\begin{equation*}
f_{\mu} \in w_{0} X_{\sigma} \subseteq\left[X_{\sigma}\right]^{n} \quad \text { or } \quad f_{\mu} \in w_{0} X_{0}^{q} \subseteq\left[X_{0}^{q}\right]^{n} \tag{9.3}
\end{equation*}
$$

Note that for such $f_{\mu}$, the corresponding torus maps $F_{\mu}=\operatorname{Id}+f_{\mu}$ preserve the foliation whose leaves are given by the lines $\left\{x_{0}+t \omega_{0} \mid t \in \mathbb{R}\right\}$. Since $\omega_{0} \cdot k \neq 0$ for all $k \in \mathbb{Z}^{n} \backslash\{0\}$, each leaf is dense in $\mathbb{T}^{n}$ and thus, even when $n>1$, from the dynamical point of view these maps are essentially onedimensional. In particular, since $f_{\mu}$ are continuous is suffices to know how $F_{\mu}$ acts on $\left\{t \omega_{0} \mid t \in \mathbb{R}\right\}$. At this stage we are not making any mathematical claim on what happened when $\mu$ lies in the gaps of the cantor set $\mathcal{C}$, but the paper
[Pet02] contains numerical evidence and conjectures. Also, in Example 2.8 of the Prologue of [Gar83], a family of this form is studied around $f_{0}=0$ as an example of a map possessing a "weak" type of strange attractor exhibiting sensitive dependence to initial conditions.

Torus maps of the form (9.3) arise in the study of resonators with quasi-periodically moving walls. In these maps, some degree of degeneracy is unavoidable. Specifically, one has

$$
\frac{d}{d \mu} \operatorname{avg}\left[f_{\mu}\right]=0
$$

In this setting, given $\mu \in \mathcal{C}$, a solution $H_{\mu}$ to (9.1) implies the energy of the electric field in the cavity remains uniformly bounded in time. The periodic case $(n=1)$ was studied in [dILP99] (see also [DDG98], [DDG96], [CC95]).

In Section 9.1 we define a functional $\mathcal{F}$, which we will be used to establish Theorem 9.0.4. We show that $\mathcal{F}$ is differentiable and we construct an approximate right (and left) inverse $R$ to $D_{2} \mathcal{F}$ and apply Theorem 6.2.3. In Section 9.2 we use the implicit function we obtained in Section 9.1 to construct $\mathcal{C}_{F}$ and $h_{\mu}: \mathcal{C}_{F} \rightarrow X_{\sigma / 2}, a_{\mu}: \mathcal{C}_{F} \rightarrow \mathbb{R}$ both $C_{W h t}^{\gamma}$, thus establish Theorem 9.0.4.

### 9.1 Definition of the Functional

Lifting to the universal cover and re-arranging terms, we can express (9.1) as

$$
\begin{equation*}
\overline{\mathcal{F}}\left(f_{\mu} ; h, T_{a}\right)=0 \tag{9.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\mathcal{F}}\left(f_{\mu} ; h, a\right) \equiv h-h \circ T_{a}+f_{\mu} \circ(I d+h)-a \tag{9.5}
\end{equation*}
$$

Here for a given $f_{\mu} \in X_{\sigma}$ (i.e. the independent variable) we want to find $h \in X_{\sigma^{\prime}}$ and $a \in \mathbb{R}^{n}$ (i.e. dependent variables) so that (9.4) holds. In light of the small small divisor problem (SD) discuss in Section 8.5, if turns out to be much easier to consider $a$ as a dependent variable and restrict $\mathcal{D}_{\Upsilon}$, i.e. $x=$ $\left(f_{\mu}, a\right) \in X_{\sigma} \times \mathcal{D}_{\Upsilon}$. Furthermore, since for any given $f_{\mu}$ there can be at most at most one $a$ satisfying (9.4), even when $a \in \mathcal{D}_{\Upsilon}$, in order to have $\mathcal{F}(x, g(x))=0$ for all $x=\left(f_{\mu}, w\right) \in \mathcal{C}_{\sigma}=X_{\sigma} \times \mathcal{D}_{\Upsilon}$, we add an additional dependent parameter $v \in \mathbb{R}^{n}$. We refer to this process of converting $a$ to a dependent variable and adding $v$ as "borrowing parameters." We now rigorously define a concrete $F$ satisfying the hypotheses in Section 4.3.

Let $C>1$ and define $C^{*}=(C-1) / \max (k(0), M)$ with $k(0)$ the constant in (4.4) and $M$ the constant in (8.31). Also, for $q>1$ define

$$
U_{0}=\left\{f \in\left[X_{0}^{q}\right]^{n}:\|D f\|_{\left[X_{0}\right]}<C^{*}\right\} \quad V_{0}=\left\{g \in\left[X_{0}^{q}\right]^{n}:\|D g\|_{\left[X_{0}\right]}<C^{*}\right\}
$$

and using $C^{*}, U_{0}$ and $V_{0}$, define

$$
\begin{gathered}
\mathbb{X}_{\sigma}=\left[X_{C^{*} \sigma}\right]^{n} \times \mathbb{R}^{n}, \quad \mathbb{Y}_{\sigma}=\left[X_{C^{*} \sigma}\right]^{n} \times \mathbb{R}^{n}, \quad \mathbb{Z}_{\sigma}=\left[X_{\sigma}\right]^{n} \\
\mathbb{U}_{0}=U_{0} \times \mathbb{R}^{n}, \quad \mathbb{V}_{0}=V_{0} \times \mathbb{R}^{n} \\
\mathcal{C}_{0}=U_{0} \times \mathcal{D}_{\Upsilon \subseteq \mathbb{U}_{\sigma}}
\end{gathered}
$$

As in (4.23) of Example 4.3.1, define $\mathcal{F}: \mathbb{U}_{0} \times \mathbb{V}_{0} \rightarrow \mathbb{Z}_{0}$ by

$$
\begin{equation*}
\mathcal{F}(\underbrace{f, a}_{x} ; \underbrace{h, v}_{y}) \equiv h-h \circ T_{a}+v+f \circ(I d+h)-a \tag{9.6}
\end{equation*}
$$

Given $0<\sigma^{\prime}<\sigma \leq 1$ define $D_{2} \mathcal{F}: \mathbb{U}_{\sigma} \times \mathbb{V}_{\sigma} \rightarrow L\left(\mathbb{Y}_{\sigma}, \mathbb{Z}_{\sigma^{\prime}}\right)$ by

$$
\begin{equation*}
D_{2} \mathcal{F}(\underbrace{f, a}_{x} ; \underbrace{h, v}_{y})[\underbrace{\Delta h, \Delta v}_{\Delta y}] \equiv \Delta h-(\Delta h) \circ T_{a}+\left(D_{\theta} f\right) \circ(I d+h)[\Delta h]+\Delta v \tag{9.7}
\end{equation*}
$$

and, for $0<\sigma^{\prime}<\sigma \leq 1$, with $\Delta z \in Z_{\sigma}$ define $R: \mathcal{C}_{\sigma} \times \mathbb{V}_{\sigma} \rightarrow L\left(\mathbb{Z}_{\sigma}, \mathbb{Y}_{\sigma^{\prime}}\right)$ by

$$
\begin{equation*}
R(\underbrace{f, \omega}_{x} ; \underbrace{h, v}_{y})[\Delta z] \equiv\left(\left(I d+D_{\theta} h\right)\left[\mathcal{S}_{\omega}^{-1}\left[\Pi_{\mathrm{Id} \rightarrow 0}[\Delta z]\right]\right], \Pi_{\mathrm{Id} \rightarrow 1}[\Delta z]\right) \tag{9.8}
\end{equation*}
$$

Before showing that $\mathcal{F}$ satisfies the Hypotheses of Theorem 6.2.3, we make the following important:

Remark 9.1.1. Note that $\overline{\mathcal{F}}(f ; h, a)=\mathcal{F}(f, a ; h, 0)$. In particular, if $v=0$ then the functional equation $\mathcal{F}(f, a ; h, 0)=0$ implies (9.1).

Theorem 9.1.2. Let $\mathbb{X}_{\sigma}, \mathbb{Y}_{\sigma}, \mathbb{Z}_{\sigma}, \mathbb{U}_{0}, \mathbb{V}_{0}$ and $\mathcal{C}_{0}$ be defined as above. Then we have:
(A) The functional $\mathcal{F}$ defined in (9.6) has $D_{2} \mathcal{F}$ as in (9.7) and satisfies hypothesis (F0), (F.A0), (F.P1), (F.A1), (F.W1) and (F.A2) described in Section 4.3.
(B) The approximate right inverse $R$ defined in (9.8) satisfies hypothesis (F.P2), (F.A2), (F.W2) and (F.W4) described in Section 4.3.

Thus, taking $\bar{x} \equiv\left(\omega_{0}, \omega_{0}\right)$ and $\bar{y} \equiv(0,0)$, since $\mathcal{F}(\bar{x}, \bar{y})=0$ we can can apply Corollary 6.1.2 and Theorem 6.2.3 (or Corollary 7.1.3 and Theorem 7.2.2)
and obtain $g: \mathcal{C}_{\tau^{\prime}} \cap B_{\tau^{\prime}}(\bar{x}, \epsilon) \rightarrow V_{\tau / 2}$ with $\mathcal{F}(x, g(x))=0$, i.e.

$$
\begin{equation*}
\mathcal{F}(\underbrace{f, a}_{x} ; \underbrace{h_{f, a}, v_{f, a}}_{y})=h_{f, a}-h_{f, a} \circ T_{a}+f \circ\left(I d+h_{f, a}\right)-a+v_{f, a}=0 \tag{9.9}
\end{equation*}
$$

with $(f, a) \rightarrow h_{f, a}$ and $(f, a) \rightarrow v_{f, a}$ both $C_{W h t}^{\gamma}$.

Proof. Note that for $0<\sigma \leq 1$ the sets $\mathbb{U}_{\sigma}, \mathbb{V}_{\sigma}$ are open.
The proof of (A) follows from (C0) and (C1) in Theorem 8.7.3 and Lemma 6 in [Mey75].

To prove (B), note that $R$ is composed of bounded linear operators and thus, using (8.14) we have

$$
\begin{aligned}
\|R(x ; y)[\Delta z]\|_{\mathbb{Y}_{\sigma^{\prime}}} & \leq\left\|\left(\operatorname{Id}+D_{\theta} h\right)\left[\mathcal{S}_{\omega}^{-1}\left[\Pi_{\mathrm{Id} \rightarrow 0}[\Delta z]\right]\right]\right\|_{\left[X_{C \sigma^{\prime}}\right]^{n}}+\left\|\Pi_{\mathrm{Id} \rightarrow 1}[\Delta z]\right\|_{\mathbb{R}^{n}} \\
& \leq C\left\|\mathcal{S}_{\omega}^{-1}\left[\Pi_{\mathrm{Id} \rightarrow 0}[\Delta z]\right]\right\|_{\left[X_{\left.C \sigma^{\prime}\right]^{n}}\right.}+\|\Delta z\|_{\mathbb{Z}_{\sigma^{\prime}}} \\
& \leq C \Omega_{\Upsilon}\left(\sigma-\sigma^{\prime}\right)\left\|\Pi_{\mathrm{Id} \rightarrow 0}[\Delta z]\right\|_{\left[X_{C \sigma}\right]^{n}}+\|\Delta z\|_{\mathbb{Z}_{\sigma^{\prime}}} \\
& \leq \Omega_{R}\left(\sigma-\sigma^{\prime}\right)\|\Delta z\|_{\mathbb{Z}_{\sigma^{\prime}}}
\end{aligned}
$$

with $\Omega_{R}(s)=\left(C \Omega_{\Upsilon}(s)+1\right)$. Thus $R$ satisfies (4.32).
To establish (4.33), note that by differentiating the functional $\mathcal{F}$ defined in (9.6) with respect to $\theta$ we have

$$
\begin{equation*}
D_{\theta} \mathcal{F}(f, \omega ; h, v)=D_{\theta} h-\left(D_{\theta} h\right) \circ T_{\omega}+\left(D_{\theta} f\right) \circ(\operatorname{Id}+h)\left[\operatorname{Id}+D_{\theta} h\right] \tag{9.10}
\end{equation*}
$$

Substituting $\Delta h=\left(\operatorname{Id}+D_{\theta} h\right)[W]$ with $W \in X_{\sigma}$ into (9.7) and using (9.10) we get

$$
\begin{equation*}
D_{2} \mathcal{F}(x ; y)[\Delta y] \equiv \underbrace{\left[W-W \circ T_{\omega}+\Delta v\right]}_{\text {(solvable) }}+D_{\theta} \mathcal{F}(f, \omega ; h, v)[W] \tag{9.11}
\end{equation*}
$$

The above follows section 5 of [Zeh75] which describes how (9.10) can be used to compute an approximate right inverse for functionals, such at $\mathcal{F}$, which posses a "group structure."

Note in (9.8), we have $\Delta h=\left(I d+D_{\theta} h\right)\left[\mathcal{S}_{\omega}^{-1}\left[\Pi_{\mathrm{Id} \rightarrow 0}[\Delta z]\right]\right]$ and thus, combining (9.7) and (9.8) and using (9.11) we get

$$
\begin{equation*}
\Delta z-D_{2} \mathcal{F}(x ; y) R(x ; y)[\Delta z]=D_{\theta} \mathcal{F}(f, \omega ; h, v)\left[\mathcal{S}_{\omega}^{-1}\left[\Pi_{\mathrm{Id} \rightarrow 0}[\Delta z]\right]\right] \tag{9.12}
\end{equation*}
$$

Again using (8.14), note

$$
\begin{aligned}
\left\|\Delta z-D_{2} \mathcal{F}(x ; y)[R(x ; y)[\Delta z]]\right\|_{\mathbb{Z}_{\sigma^{\prime}}} & \leq\left\|D_{\theta} \mathcal{F}(f, \omega ; h, v)\left[\mathcal{S}_{\omega}^{-1}\left[\Pi_{\operatorname{Id} \rightarrow 0}[\Delta z]\right]\right]\right\|_{\mathbb{Z}_{\sigma^{\prime}}} \\
& \leq\left\|D_{\theta} \mathcal{F}(f, \omega ; h, v)\right\|_{\mathbb{Z}_{\sigma^{\prime}}}\left\|\mathcal{S}_{\omega}^{-1}\left[\Pi_{\mathrm{Id} \rightarrow 0}[\Delta z]\right]\right\|_{\mathbb{Z}_{\sigma^{\prime}}} \\
& \leq \Omega_{A}\left(\sigma-\sigma^{\prime}\right)\|\mathcal{F}(f, \omega ; h, v)\|_{\mathbb{Z}_{\sigma}}\|\Delta z\|_{\mathbb{Z}_{\sigma}}
\end{aligned}
$$

with $\Omega_{A}(s)=C s \Omega_{\Upsilon}(s)$. Thus $R$ also satisfies (4.33).
Finally, the fact that $R$ satisfies (F.W2) and (F.W4) follows from Proposition 8.5.3.

### 9.2 Obtaining KAM from IFT

In this section we present the proof of Theorem 9.0.4 using Theorem 9.1.2. Informally, the basic idea in going from Theorem 9.1.2 to Theorem 9.0.4 is to find $\mu \in \Omega$ so that for the corresponding $f_{\mu} \in U_{\sigma}$ there exists $a \in \mathcal{D}_{\Upsilon}$ with $v_{f, a}=0$. Then, as in Remark 9.1.1, (9.9) reduces to (9.1) and hence the change of variables $\mathrm{Id}+h_{f, a}$ transforms $F_{\mu}=\mathrm{Id}+f$ into the rotation $T_{a}$.

## Proof of Theorem 9.0.4

Applying Theorem 9.1.2, note that the Whitney derivative of the resulting $v_{f, a}$ has the form

$$
D v_{f, a}[\Delta \mu, \Delta a]=\operatorname{avg}\left[D_{1} \mathcal{F}\left(f_{\mu}, a ; h, v\right)\right]
$$

with

$$
D_{1} \mathcal{F}(f, a ; h, v)[\Delta f, \Delta a]=(\Delta f) \circ(\operatorname{Id}+h)-\left(\operatorname{Id}+D_{\theta} h \circ T_{a}\right)[\Delta a]
$$

Thus, we have

$$
D_{a} v_{f, a}[\Delta a]=-\Delta a
$$

and

$$
D_{f} v_{f, a}[\Delta f]=\operatorname{avg}[(\Delta f) \circ(\operatorname{Id}+h)]
$$

Taking $v_{\mu, a}$ for $(\mu, a) \in \Omega \times \mathcal{D}_{\Upsilon}$ and using the Whitney extension theorem (see Theorem 3.3.1) to extend $v_{\mu, a}=v_{f_{\mu}, a}$ to all of $\Omega \times \mathbb{R}^{n}$ we get

$$
\begin{equation*}
D_{a}\left[v_{\mu, a}\right]_{\mu=0, a=\omega_{0}}=-\mathrm{Id} \tag{9.13}
\end{equation*}
$$

and

$$
\begin{equation*}
D_{\mu}\left[v_{\mu, a}\right]_{\mu=0, a=\omega_{0}}=D_{\mu} \operatorname{avg}\left[f_{\mu}\right] \tag{9.14}
\end{equation*}
$$

By (9.13) we can apply the classical implicit function theorem to $v_{\mu, a}$ around $\mu=0, a=\omega_{0}$ and obtain $a(\mu)$ with $v_{\mu, a(\mu)}=0$. Define

$$
\mathcal{C}_{F} \equiv v^{-1}\left(\mathcal{D}_{\Upsilon}\right)
$$

and

$$
h_{\mu} \equiv h_{\mu, \alpha(\mu)}
$$

and observe that for any $\mu \in \mathcal{C}_{F} h_{\mu}$ and $a_{\mu}$ satisfy assertion (a) of Theorem 9.0.4.

Using (9.14) and condition (iii) from Theorem 9.0.4 note that we have $D_{\mu}^{m}\left[v_{\mu, \alpha}\right]_{\mu=0, a=\omega_{0}}=A \neq 0$ and thus $D_{\mu}^{m}[a(\mu)]_{\mu=0}=A \neq 0$ and hence $a(\mu)=$ $w_{0}+A \mu^{\otimes m}+O\left(\mu^{\nu}\right)$. Using Proposition 8.5.2, note that

$$
\left|B\left(\omega_{0}, \epsilon\right) \cap \mathcal{D}_{\Upsilon}\right| \geq\left|B\left(\omega_{0}, \epsilon\right)\right|-M \epsilon^{n} / c>0
$$

and hence, applying Proposition B.7, assertion (b), i.e. (9.2), follows.

## Appendix

## Appendix A

## Open Questions

1. Compare the definition of a scale of Banach spaces $X_{\sigma}$ a la [Zeh75] in Section 4.1 with what you would get by completing the various seminorms of a "tame Frechet space" a la [Ham82].
2. Is there an abstract version of the Arzela-Ascoli in $X_{0}^{\ell}$, i.e. is the embedding of $X_{0}^{\ell+m}$ into $X_{0}^{\ell}$ is compact?
3. Given analytic-smoothing in the family $X_{\sigma}$ with respect to $X_{0}^{\ell}$, viewing $S_{t}$ as acting in one-parameter family $X_{0}^{\ell}$, one obtains $C^{\infty}$-smoothing.
4. What reasonable conditions can be to placed on $\Upsilon$ given in Example 4.2.8 to ensure that the function $\Psi_{\Omega_{\Upsilon}}$ described in Definition 4.2.5 has $\Psi_{\Omega_{\Upsilon}}(s) \leq C s^{-\alpha}$ for some $\alpha$ (other than taking $\Upsilon(t)=C t^{\alpha}$ which simply leads to $\Omega_{\Upsilon}(s)=A s^{-\alpha}$ as in Example 4.2.9).

## Appendix B

## Results about The Density of Pullbacks

Proposition B.1. Given a Lipschitz function $f: \mathbb{R} \rightarrow \mathbb{R}$ and a measurable set $D \subseteq \mathbb{R}$ one has

$$
\begin{equation*}
|f(D)| \leq\|f\|_{l i p}|D| \tag{B.1}
\end{equation*}
$$

Proof. Since $f$ is Lipschitz, it is also of bounded variation and so $f^{\prime}(x)$ exists almost everywhere. Using this we have

$$
|f(D)|=\int_{f(D)} 1 d u=\int_{D} 1 f^{\prime}(x) d x \leq \int_{D}\|f\|_{\text {lip }} d x=\|f\|_{\text {lip }}|D|
$$

which establishes (B.1).

Definition B.2. Given a set $C \subseteq \mathbb{R}, \kappa \in \mathbb{R}$ and $0 \leq \gamma \leq 1$ define

$$
\begin{equation*}
d_{\kappa}(C) \equiv \limsup _{\epsilon \rightarrow 0^{+}} \epsilon^{-\kappa}|C \cap(0, \epsilon)| \tag{B.2}
\end{equation*}
$$

and

$$
\begin{equation*}
d_{\kappa, \gamma}(C) \equiv \limsup _{\epsilon \rightarrow 0^{+}} \epsilon^{-\kappa}|C \cap(\gamma \epsilon, \epsilon)| \tag{B.3}
\end{equation*}
$$

Remark B.3. The function $d_{\kappa}(C)$ measures a one sided "upper density" at 0. That is, if $d_{\kappa}(C)=c<\infty$ then given any $\delta>0$ there is an $\epsilon_{*}>0$ so that
for any $0<\epsilon<\epsilon_{*}$ one has

$$
|C \cap(0, \epsilon)| \leq(c+\delta) \epsilon^{\kappa}
$$

Similarly, one could use liminf to define a "lower density" measure to provide estimates of the form

$$
|C \cap(0, \epsilon)| \geq(c-\delta) \epsilon^{\kappa}
$$

Other variations for "densities" include using intervals

$$
(-\epsilon, 0),(-\epsilon,-\gamma \epsilon),(-\epsilon, \epsilon), \text { or }(-\epsilon,-\gamma \epsilon) \cup(\gamma \epsilon, \epsilon)
$$

in place of $(0, \epsilon)$ and $(\gamma \epsilon, \epsilon)$ or using other functions in place of $c \epsilon^{\kappa}$ to measure $|C \cap(0, \epsilon)|$.

Proposition B.4. (Properties of $d_{\kappa}(C)$ and $d_{\kappa, \gamma}(C)$ )

1. $d_{\kappa, \gamma}(C)=d_{\kappa}(C)=0$ for any $\kappa<1$
2. $d_{\kappa}(C)$ and $d_{\kappa, \gamma}(C)$ are increasing as functions of $\kappa$
3. For any $\epsilon>0$

$$
\begin{aligned}
d_{\kappa}(C)>0 & \Longrightarrow d_{\kappa+\epsilon}(C)=\infty \\
d_{\kappa}(C)<\infty & \Longrightarrow d_{\kappa-\epsilon}(C)=0
\end{aligned}
$$

and thus for every $C \subseteq \mathbb{R}$ there is a unique "critical" value of $\kappa$ such that for every $\epsilon>0, d_{\kappa-\epsilon}(C)=0$ and $d_{\kappa+\epsilon}(C)=\infty$
4. $d_{\kappa}(C)$ and $d_{\kappa, \gamma}(C)$ are related via

$$
0 \leq\left(1-\gamma^{\kappa}\right) d_{\kappa}(C) \leq d_{\kappa, \gamma}(C) \leq d_{\kappa}(C) \leq \infty
$$

## 5. For any invertible orientation preserving Lipschitz function

$$
f:(-T, T) \rightarrow \mathbb{R}
$$

with $f(0)=0$ and Lipschitz inverse $f^{-1}$ such that

$$
\begin{equation*}
\left\|\left.f\right|_{(0, \epsilon)}\right\|_{l i p} \rightarrow 1 \text { as } \epsilon \rightarrow 0 \tag{B.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\left.f^{-1}\right|_{(0, \epsilon)}\right\|_{l i p} \rightarrow 1 \text { as } \epsilon \rightarrow 0 \tag{B.5}
\end{equation*}
$$

one has

$$
\begin{equation*}
d_{\kappa}(f(C))=d_{\kappa}(C) \tag{B.6}
\end{equation*}
$$

Proof. Properties 1, 2 and 3 are clear from the definitions.
The only non-trivial inequality in Property 4 is $\left(1-\gamma^{\kappa}\right) d_{\kappa}(C) \leq d_{\kappa, \gamma}(C)$ and the only situation in which this asserts a non-vacuous statement is when $d_{\kappa, \gamma}(C)=c<\infty$ and $0<\gamma<1$. To establish the inequality in this case let $\delta>0$ be given and choose $R>0$ so that for all $0<r \leq R$

$$
r^{-\kappa}|C \cap(\gamma r, r)| \leq c+\delta
$$

Note that for $0<t \leq R$ we have

$$
t^{-\kappa}|C \cap(0, t)|=\sum_{n=0}^{\infty}\left(\gamma^{\kappa}\right)^{n}\left(\left(\gamma^{n} t\right)^{-\kappa}\left|C \cap\left(\gamma\left(\gamma^{n} t\right),\left(\gamma^{n} t\right)\right)\right|\right) \leq \frac{c+\delta}{1-\gamma^{\kappa}}
$$

Taking the limsup as $t \rightarrow 0$ implies $\left(1-\gamma^{\kappa}\right) d_{\kappa}(C) \leq d_{\kappa, \gamma}(C)+\delta$ and since $\delta$ was arbitrary one has $\left(1-\gamma^{\kappa}\right) d_{\kappa}(C) \leq d_{\kappa, \gamma}(C)$.

To prove property 5 , note that since $f^{-1}$ is Lipschitz given any $x$ with $|x| \leq r$ one has

$$
\left|f^{-1}(x)\right|=\left|f^{-1}(x)-f^{-1}(0)\right| \leq\left\|\left.f^{-1}\right|_{(0, r)}\right\|_{\text {lip }}|x-0|=\left\|\left.f^{-1}\right|_{(0, r)}\right\|_{\text {lip }}|x|
$$

so for $r^{\prime} \geq r\left\|\left.f^{-1}\right|_{(0, r)}\right\|_{\text {lip }}$ one has

$$
f(C) \cap(0, r) \subseteq f\left(C \cap\left(0, r^{\prime}\right)\right)
$$

Using this inclusion along with Proposition B.1, one has

$$
\begin{equation*}
|f(C) \cap(0, r)| \leq\left|f\left(C \cap\left(0, r^{\prime}\right)\right)\right| \leq\left\|\left.f\right|_{\left(0, r^{\prime}\right)}\right\|_{\text {lip }}\left|C \cap\left(0, r^{\prime}\right)\right| \tag{B.7}
\end{equation*}
$$

Let $\delta>0$ and pick $R>0$ such that for all $0<r^{\prime} \leq R$

$$
\begin{equation*}
\left(r^{\prime}\right)^{\kappa}\left|C \cap\left(0, r^{\prime}\right)\right| \leq d_{\kappa}(C)+\delta \tag{B.8}
\end{equation*}
$$

Multiplying (B.7) by $r^{\kappa}$ and using (B.8), for $r \leq r^{\prime} /\left\|\left.f^{-1}\right|_{(0, r)}\right\|_{\text {lip }}$ with $r^{\prime} \leq R$ one has

$$
\begin{align*}
r^{\kappa}|f(C) \cap(0, r)| & \leq\left\|\left.f\right|_{\left(0, r^{\prime}\right)}\right\|_{\text {lip }} r^{\kappa}\left|C \cap\left(0, r^{\prime}\right)\right|  \tag{B.9}\\
& \leq\left\|\left.f\right|_{\left(0, r^{\prime}\right)}\right\|_{\text {lip }}\left(\left\|\left.f^{-1}\right|_{(0, r)}\right\|_{\text {lip }}\right)^{-\kappa}\left(r^{\prime}\right)^{\kappa}\left|C \cap\left(0, r^{\prime}\right)\right| \\
& \leq\left\|\left.f\right|_{\left(0, r^{\prime}\right)}\right\|_{\text {lip }}\left(\left\|\left.f^{-1}\right|_{(0, r)}\right\|_{\text {lip }}\right)^{-\kappa}\left(d_{\kappa}(C)+\delta\right)
\end{align*}
$$

Taking the limsup as $r \rightarrow 0$ on both sides of (B.9) one obtains

$$
d_{\kappa}(f(C)) \leq\left\|\left.f\right|_{\left(0, r^{\prime}\right)}\right\|_{\text {lip }}\left(d_{\kappa}(C)+\delta\right)
$$

and letting $r^{\prime} \rightarrow 0$ and $\delta \rightarrow 0$ gives

$$
\begin{equation*}
d_{\kappa}(f(C)) \leq d_{\kappa}(C) \tag{B.10}
\end{equation*}
$$

Replacing $f$ and $C$ with $f^{-1}$ and $f(C)$, (B.10) also gives

$$
\begin{equation*}
d_{\kappa}(C)=d_{\kappa}\left(f^{-1}(f(C))\right) \leq d_{\kappa}(f(C)) \tag{B.11}
\end{equation*}
$$

Together, (B.10) and (B.11) establish equality (B.6).

Proposition B.5. For any $a, d \in \mathbb{R}$ with $a>0, d \geq 1$ define

$$
f: \mathbb{R} \rightarrow \mathbb{R} \quad f(x)=a x^{d}
$$

Let $D \subseteq \mathbb{R}$ be given and define

$$
C \equiv f^{-1}(D)
$$

Then for any $0<\gamma<1$

$$
\begin{equation*}
\left(\frac{a^{(\kappa-1) / d}}{d}\right) d_{\kappa^{\prime}, \gamma^{d}}(D) \leq d_{\kappa, \gamma}(C) \leq \gamma^{-(d-1)}\left(\frac{a^{(\kappa-1) / d}}{d}\right) d_{\kappa^{\prime}, \gamma^{d}}(D) \tag{B.12}
\end{equation*}
$$

where $\kappa^{\prime}=1+(\kappa-1) / d \leq \kappa$. In particular

$$
\begin{equation*}
\left(\frac{a^{(\kappa-1) / d}}{d}\right) d_{\kappa^{\prime}}(D) \leq d_{\kappa}(C) \leq c\left(\frac{a^{(\kappa-1) / d}}{d}\right) d_{\kappa^{\prime}}(D) \tag{B.13}
\end{equation*}
$$

with

$$
c= \begin{cases}\frac{(\kappa+d-1)^{(\kappa+d-1) / \kappa}}{\kappa(d-1)^{(d-1) / \kappa}} & \text { if } d \neq 1 \\ 1 & \text { if } d=1\end{cases}
$$

Proof. Note that

$$
\left\|\left.f\right|_{(\gamma \epsilon, \epsilon)}\right\|_{\text {lip }}=a d \epsilon^{d-1}
$$

so

$$
\begin{aligned}
\left|D \cap\left(a \gamma^{d} \epsilon^{d}, a \epsilon^{d}\right)\right| & =|f(C \cap(\gamma \epsilon, \epsilon))| \\
& \leq\left\|\left.f\right|_{(\gamma \epsilon, \epsilon)}\right\|_{\text {lip }}|C \cap(\gamma \epsilon, \epsilon)| \\
& \leq a d \epsilon^{d-1}|C \cap(\gamma \epsilon, \epsilon)|
\end{aligned}
$$

in particular

$$
\begin{equation*}
\left(\frac{a^{(\kappa-1) / d}}{d}\right)\left(a \epsilon^{d}\right)^{-(1+(\kappa-1) / d)}\left|D \cap\left(\gamma^{d} a \epsilon^{d}, a \epsilon^{d}\right)\right| \leq \epsilon^{-\kappa}|C \cap(\gamma \epsilon, \epsilon)| \tag{B.14}
\end{equation*}
$$

Similarly

$$
\left\|\left.f^{-1}\right|_{\left(a \gamma^{d} \epsilon^{d}, a \epsilon^{d}\right)}\right\|_{\operatorname{lip}}=\frac{1}{a^{1 / d} d}\left(a \gamma^{d} \epsilon^{d}\right)^{(1-d) / d}=\frac{\gamma^{(1-d)}}{a^{1 / d} d}\left(a \epsilon^{d}\right)^{-(1-1 / d)}
$$

hence

$$
\begin{aligned}
|C \cap(\gamma \epsilon, \epsilon)| & =\left|f^{-1}\left(D \cap\left(a \gamma^{d} \epsilon^{d}, a \epsilon^{d}\right)\right)\right| \\
& \leq\left\|\left.f\right|_{(\gamma \epsilon \epsilon)}\right\|_{\text {lip }}\left|D \cap\left(a \gamma^{d} \epsilon^{d}, a \epsilon^{d}\right)\right| \\
& \leq \frac{\gamma^{(1-d)}}{a^{1 / d} d}\left(a \epsilon^{d}\right)^{-(1-1 / d)}\left|D \cap\left(a \gamma^{d} \epsilon^{d}, a \epsilon^{d}\right)\right|
\end{aligned}
$$

so that

$$
\begin{equation*}
\epsilon^{-\kappa}|C \cap(\gamma \epsilon, \epsilon)| \leq \gamma^{-(d-1)}\left(\frac{a^{(\kappa-1) / d}}{d}\right)\left(a \epsilon^{d}\right)^{-(1+(\kappa-1) / d)}\left|D \cap\left(a \gamma^{d} \epsilon^{d}, a \epsilon^{d}\right)\right| \tag{B.15}
\end{equation*}
$$

Combining (B.14) and (B.15) one has

$$
\begin{align*}
& \left(\frac{a^{(\kappa-1) / d}}{d}\right)\left(a \epsilon^{d}\right)^{-(1+(\kappa-1) / d)}\left|D \cap\left(\gamma^{d} a \epsilon^{d}, a \epsilon^{d}\right)\right| \\
& \leq \epsilon^{-\kappa}|C \cap(\gamma \epsilon, \epsilon)| \\
& \leq \gamma^{-(d-1)}\left(\frac{a^{(\kappa-1) / d}}{d}\right)\left(a \epsilon^{d}\right)^{-(1+(\kappa-1) / d)}\left|D \cap\left(\gamma^{d} a \epsilon^{d}, a \epsilon^{d}\right)\right| \tag{B.16}
\end{align*}
$$

Taking the limsup as $\epsilon \rightarrow 0$ in (B.16) we obtain (B.12). Using Property 4 of Proposition B.4, (B.12) can be written as in terms of $d_{\kappa}(C)$ and $d_{\kappa}(D)$. Specifically,

$$
\left(1-\gamma^{d \kappa}\right)\left(\frac{a^{(\kappa-1) / d}}{d}\right) d_{\kappa^{\prime}}(D) \leq d_{\kappa}(C)
$$

so letting $\gamma \rightarrow 0$ one gets

$$
\left(\frac{a^{(\kappa-1) / d}}{d}\right) d_{\kappa^{\prime}}(D) \leq d_{\kappa}(C)
$$

which establishes the left hand inequality in (B.13). Similarly note

$$
\left(1-\gamma^{\kappa}\right) d_{\kappa, \gamma}(C) \leq \gamma^{-(d-1)}\left(\frac{a^{(\kappa-1) / d}}{d}\right) d_{\kappa^{\prime}}(D)
$$

so if $d=1$ the we can again take $\gamma \rightarrow 0$ and obtain the right hand inequality of (B.13) with $c=1$. If $d \neq 1$, choosing $\gamma=((d-1) /(d+\kappa-1))^{1 / \kappa}$ so as to minimizes the expression $\gamma^{-(d-1)} /\left(1-\gamma^{\kappa}\right)$, one obtains the right hand inequality of (B.13) with $c=\gamma^{-(d-1)} /\left(1-\gamma^{\kappa}\right)$.

Corollary B.6. Let

$$
f: \mathbb{R} \rightarrow \mathbb{R}
$$

be a differentiable function with

$$
f(x)=a x^{n}+o\left(|x|^{n}\right),
$$

for some $a>0$ and $n \geq 1$. Let $D \subseteq \mathbb{R}$ be given and define

$$
C \equiv f^{-1}(D)
$$

Then for any $0<\gamma<1$ equations (B.12) and (B.13) still hold.

Proof. Define

$$
\begin{gathered}
\gamma(x) \equiv \frac{x}{|x|}\left(\frac{|x|}{a}\right)^{1 / d}, x \neq 0 \\
\gamma(0) \equiv 0
\end{gathered}
$$

Note that $\gamma \circ f$ is differentiable for $x \neq 0$ and

$$
\lim _{|x| \rightarrow 0} \frac{\gamma \circ f(x)-\gamma \circ f(0)}{x}=\lim _{|x| \rightarrow 0} \frac{\gamma \circ f(x)}{x}=1
$$

so $\gamma \circ f$ is differentiable on $\mathbb{R}$ and $(\gamma \circ f)^{\prime}(0)=1$. Applying the (finite dimensional) inverse function theorem to $\gamma \circ f$ for some $T>0$ one obtains a differentiable function $g:(-T, T) \rightarrow \mathbb{R}$ such that for $x$ sufficiently small $f \circ \gamma \circ g(x)=x$ and $g^{\prime}(0)=1$. Since $g$ and $g^{-1}$ are orientation preserving Lipschitz functions with $g(0)=0$ satisfying (B.4) and (B.5), by Property 5 of Proposition B. 4 one has

$$
d_{\kappa}(D)=d_{\kappa}(g(D))
$$

Note that

$$
C \equiv f^{-1}(D)=\gamma \circ g(D)
$$

and for $x \geq 0$,

$$
\gamma^{-1}(x)=a x^{n}
$$

so applying Proposition B. 5 with $D^{\prime} \equiv g(D)$ and $f^{\prime}=\gamma^{-1}$ one obtains the desired control over the set $C^{\prime} \equiv\left(f^{\prime}\right)^{-1}\left(D^{\prime}\right)=\gamma(g(D))=C$.

Proposition B.7. Given a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{n}$ with

1. $f(0)=0$
2. $f(x)=A[x]^{\otimes m}+o\left(|x|^{m}\right)$, where $w=A[v]^{\otimes m} \neq 0$ for some $v \in \mathbb{R}^{d}$
and a set $D \subseteq \mathbb{R}^{n}$ with the property that for some $0<\kappa<1$

$$
d_{\kappa}(\{t: t w \notin D\})=d<\infty
$$

then there is positive constants $M$ and $r_{*}$ such that the set

$$
C \equiv f^{-1}(D)
$$

has

$$
|C \cap B(0, r)| \geq M r^{d / m}
$$

for all $r<r_{*}$.

Proof. By Corollary B.6, we have

$$
|\{t: t v \notin(C \cap B(0, r))\}| \leq c r^{1+m(\kappa-1)}
$$

The same estimate hold, with a smaller $c$, uniformly on the cone

$$
\left\{v^{\prime}:\left|A\left[v^{\prime}\right]^{\otimes n}-w\right| \geq|w| / 2\right\}
$$

Estimating the volume of $C \cap B(0, r)$ on this cone the result follows.
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