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#### Abstract

It is shown that transition measures of the stochastic Navier-Stokes equation in $2 D$ converge exponentially fast to the corresponding invariant measures in the distance of total variation. As a corollary we obtain the existence of spectral gap for a related semigroup obtained by a sort of ground state trasformation. Analogous results are proved for the stochastic Burgers equation.


## 1. Introduction

In this paper we study ergodic behaviour of two important equations arising in Statistical Physics: the stochastic Burgers equation and the stochastic Navier-Stokes equation in $2 D$. In both cases we assume that the random forcing is correlated in space and white in time. The problem of ergodicity and the rate of convergence to invariant measure in various norms for those two equations was an object of intense research in recent years. In the paper [15] the existence and uniqueness of invariant measure for the stochastic Navier-Stokes equation in $2 D$ was proved in the case when the random force is sufficiently close to the space-time white noise. The exponential rate of convergence of transition measures to the invariant measure $\mu$ of the stochastic Navier-Stokes equation was proved for the first time in [1] for $\mu$-almost every initial condition and subsequently for every square integrable initial condition in [22] and [26] (see also [10]). In all those papers various versions of coupling technique were applied to prove the convergence properties in metrics equivalent to the topology of weak convergence of measures (or an intermediate metric, cf. [26]). The coupling method proved also to be useful to handle random forces which are degenerated in space. For Navier-Stokes equation perurbed by finite-dimensional Wiener process, uniqueness of invariant measure has been proven in a recent paper [18]. Let us note also that similar result were obtained for the forcing consisting of a sequence of random excitations arising in discrete moments of time (random kicks), see e.g. [21].

In this work we continue the approach initiated in [15] assuming that the random force is sufficiently nondegenerate. In particular, we are using results of [11], [12], [3] and [9], where the strong Feller property and irreducubility have been proven in an appropriately chosen state space for particular cases of the stochastic Navier-Stokes equation and stochastic Burgers equation. Our main result may be described as follows. Let $\{u(t, \zeta): t \geqslant 0, \zeta \in \mathscr{O}\}$ be a solution to either the stochastic Navier-Stokes equation (in which case $\mathscr{O}$ is a bounded domain in $\mathbb{R}^{2}$ ) or a solution to the stochastic Burgers equation (and then $\mathscr{O}=(0,1)$ ) and let $\mu$ be the corresponding invariant measure. Then for any initial distribution $\nu$ of the $L^{2}(\mathscr{O})$-valued

[^0]random variable $u(0, \cdot)$ the probability distribution $P_{t}^{*} \nu$ of the random variable $u(t, \cdot)$ enjoys the property
\[

$$
\begin{equation*}
\left\|P_{t}^{*} \nu-\mu\right\|_{v a r} \leqslant\left\|P_{t}^{*} \nu-\mu\right\|_{V} \leqslant C e^{-\beta t}\|\nu\|_{V} \tag{1.1}
\end{equation*}
$$

\]

where $\|\cdot\|_{v a r}$ denotes the norm of total variation of measures and $\|\nu\|_{V}$ stands for the norm of total variation of the measure $V d \nu$ considered on $L^{2}(\mathscr{O})$. The function $V: L^{2}(\mathscr{O}) \rightarrow[1, \infty)$ in (1.1) is an appropriate Lyapunov function. A class of functions $V$ is found for which (1.1) holds is also provided and shown to include $V(x)=1+|x|_{L^{2}}^{p}($ for $p>0)$ and $V(x)=\exp \left(|x|_{L^{2}}^{2 \alpha}\right)$ (for $\alpha \in(0,1)$ ). Finally, we derive from (1.1) the spectral gap property of the $V$-transform $\left(P_{t}^{V}\right)$

$$
P_{t}^{V} \phi(x)=V^{-1}(x) \mathbb{E}(V(u(t, \cdot)) \phi(u(t, \cdot)))
$$

of the semigroup $\left(P_{t}\right)$. Namely, we show that for $\phi \in L^{p}(H, V \mu), p \in(1, \infty)$

$$
\begin{equation*}
\int_{L^{2}}\left|P_{t}^{V} \phi-V^{-1} \int_{L^{2}} \phi V d \mu\right|^{p} V d \mu \leqslant C_{p} e^{-\beta t / p} \int_{L^{2}}|\phi|^{p} V d \mu . \tag{1.2}
\end{equation*}
$$

Exponential convergence to the invariant measure in the distance of total variation and the spectral gap property (1.2) seem to be new for both equations studied in this paper. The main idea of the proof consists in verifying the $V$-uniform ergodicity for a skeleton process and to this end a geometric drift towards a nontrivial small set must be shown. It is proven that levelsets of the function $V$ are nontrivial small sets and then the corresponding LyapunovFoster condition is verified by means of Ito formula. The proof is given for a general Markov process taking values in a Polish space and satisfying conditions (H1)-(H4) (cf. Section 3) and then these "abstract" conditions are verified for Markov processes defined by stochastic Navier-Stokes and Burgers equations, respectively, under suitable assumptions on the correlation of the noise. It may be expected that these assumptions are not optimal, it should be possible to find other sets of conditions implying (H1)-(H4) in particular cases.

The general scheme of the proof of $V$-uniform ergodicity of the skeleton exploits wellknown results from the theory of Markov chains (cf. [23]), similar idea was used in [27] for some stochastic semilinear equations. For stochastic reaction-diffusion equations $V$-uniform ergodicity has been proven recently by a slightly different method that allows to give some explicit bounds on the convergence rate ([17] ).

It may be interesting to note that we also obtain an independent proof of existence of invariant measure for both Navier-Stokes and Burgers equation (it is an easy consequence of (3.2) and (3.9), cf. [24] or [25] for similar results), which however is known in both cases.

The paper is divided into five sections including the Introduction. In Section 2 we provide a rigorous framework for our results and formulate the main theorems, separately for stochastic Navier-Stokes and Burgers equations (the Section is divided into two parts). In the case of Navier-Stokes equation only the Dirichlet type boundary conditions are studied in detail, although the case of periodic boundary conditions may be treated as well; only minor changes in the proofs are needed and the noise may be even more "degenerate" (Hypothesis 2.23 and Theorem 2.13). In Section 3 we study $V$-uniform ergodicity for a general Markov process in in a Polish space. These results are applied in Sections 4 and 5 to the stochastic Navier-Stokes and Burgers equations, respectively.

In order to avoid clumsy notation, the same symbols may sometimes have different meaning in different sections. All results concerning the Navier-Stokes and Burgers equations are given in separate sections, so there is no risk of confusion. For example, $H$ and $\left(X_{t}\right)$ are the state space and solution to the Navier-Stokes equation (in Sections 2.1 and 4) or the Burgers
equation (in Sections 2.2 and 5). The symbols $\left(P_{t}\right)$ and $P_{t}^{*}$ denote the Markov semigroups of a general Markov process taking values in a Polish space $E$ (in Section 3 and the general Definition 2.4), or of the Markov processes defined by the Navier-Stokes equation (Sections 2.1 and 4) or the Burgers equation (Sections 2.2 and 5). The notation is explained at the beginning of particular sections.
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## 2. Main Results

2.1. Navier-Stokes Equation. In this Section the equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, \zeta)-\nu \Delta u(t, \zeta)+(u(t, \zeta) \cdot \nabla) u(t, \zeta)+\nabla p(t, \zeta)=f(\zeta)+\eta(t, \zeta), \quad(t, \zeta) \in(0, \infty) \times \mathscr{O} \tag{2.1}
\end{equation*}
$$

is considered, where $u(t, \zeta)=\left(u_{1}(t, \zeta), u_{2}(t, \zeta)\right)$ and $p(t, \zeta)$ denote the velocity and pressure fields respectively, of a viscous incompressible fluid in a bounded domain $\mathscr{O} \subset \mathbb{R}^{2}$ with a smooth boundary $\partial \mathscr{O}, f$ is a deterministic external force, $\eta$ is a random forcing of white noise type and $\nu>0$ denotes the viscosity. Incompressibility condition reads

$$
\begin{equation*}
\operatorname{div} u(t, \zeta)=0, \quad(t, \zeta) \in[0, \infty) \times \mathscr{O} \tag{2.2}
\end{equation*}
$$

and initial and the Dirichlet boundary conditions

$$
\begin{equation*}
u(0, \zeta)=u_{0}(\zeta), \quad \zeta \in \mathscr{O} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
u(t, \zeta)=0 \quad \text { for } \quad(t, \zeta) \in[0, \infty) \times \partial \mathscr{O} \tag{2.4}
\end{equation*}
$$

are considered. We will study an abstract version of system (2.1)-(2.4) and its weak solution (cf. [13]). Set

$$
H=\left\{x \in\left(L^{2}(\mathscr{O})\right)^{2}: \operatorname{div} x=0,\left.x \cdot n\right|_{\partial \mathscr{O}}=0\right\}
$$

and

$$
V=\left\{x \in\left(H_{0}^{1}(\mathscr{O})\right)^{2}: \operatorname{div} x=0\right\}
$$

where $n$ is the outward normal to $\partial \mathscr{O}$ (cf. [28] for an interpretation of the condition $x \cdot n=0$ ). Identifying $H^{1}$ with a subspace of $V^{\prime}$ (the dual space of $V$ ) we have $V \subset H \subset V^{\prime}$ and (if there is no danger of confusion) $\langle\cdot, \cdot\rangle$ stands for the pairing between $V$ and $V^{\prime}$. Furthermore, define a closed operator $A$ in $H$ by the formula

$$
A x=-\nu \Pi \Delta x, \quad \operatorname{dom}(A)=\left(H^{2}(\mathscr{O})\right)^{2} \cap V
$$

where $\Pi$ is the orthogonal projection of $\left(L^{2}(\mathscr{O})\right)^{2}$ onto $H$. The space $V$ coincides with $\operatorname{dom}\left(A^{1 / 2}\right)$ and is endowed with the norm $|x|_{V}=\left|A^{1 / 2} x\right|$. The operator $A$ is strictly positive, selfadjoint and its resolvent is compact. For $\beta>0$ we will denote by $H_{\beta}$ the domain of fractional power $A^{\beta}$ equipped with the norm $|x|_{\beta}=\left|A^{\beta} x\right|$.
The bilinear operator $B: V \times V \rightarrow V^{\prime}$ is defined as

$$
\begin{equation*}
\langle B(u, v), z\rangle=\int_{\mathscr{O}} z(\zeta) \cdot(u(\zeta) \cdot \nabla) v(\zeta) d \zeta, \quad u, v, z \in V \tag{2.5}
\end{equation*}
$$

Then we may rewrite system (2.1)-(2.4) in the abstract form

$$
\left\{\begin{array}{l}
d X_{t}+\left(A X_{t}+B\left(X_{t}, X_{t}\right)\right) d t=f d t+G d W_{t}, \quad t \geqslant 0,  \tag{2.6}\\
X_{0}=x
\end{array}\right.
$$

In the equation above $X_{t}$ is identified with $u(t, \cdot)$ and $x$ with $u_{0}(\cdot)$. The noise in (2.6) is modelled as a standard cylindrical Wiener process $\left(W_{t}\right)$ on $H$ defined on a stochastic basis $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right), \mathbb{P}\right), f \in H$ and $G$ is a bounded injective linear operator on $H$. Following [13] we adopt a definition of solution to equation (2.6) resembling the classical definition of a weak solution as understood in the theory of deterministic PDE's.

Definition 2.1. A progressively measurable process $\left(X_{t}\right)=\left(X_{t}^{x}\right)$ is a (generalised) solution to equation (2.6) if $X^{x} \in C([0, T] ; H) \cap L^{2}\left([0, T] ; H_{1 / 4}\right) \mathbb{P}$-a.s. and

$$
\left\langle X_{t}, y\right\rangle+\int_{0}^{t}\left\langle X_{s}, A y\right\rangle d s-\int_{0}^{t}\left\langle B\left(X_{s}, y\right), X_{s}\right\rangle d s=\langle x, y\rangle+t\langle f, y\rangle+\left\langle W_{t}, G^{*} y\right\rangle,
$$

$\mathbb{P}$-a.s. for all $x \in H, t \in[0, T]$ and $y \in \operatorname{dom}(A)$.
Remark 2.2. By the incompressibility condition we obtain

$$
\begin{equation*}
\langle B(u, v), z\rangle=-\langle B(u, z), v\rangle, \quad u, v, z \in V, \tag{2.7}
\end{equation*}
$$

and by the Sobolev embedding theorem there exists a universal constant $C$ such that

$$
|\langle B(u, v), u\rangle| \leqslant C|v|_{V}|u|_{L^{4}(\mathscr{O})}^{2} \leqslant C|v|_{V}|u|_{1 / 4}^{2},
$$

which justifies Definition 2.1.
Assume that

$$
\begin{equation*}
\operatorname{im}(G) \subset \operatorname{dom}\left(A^{\frac{1}{4}+\epsilon}\right), \tag{2.8}
\end{equation*}
$$

for some $\epsilon>0$ and consider an Ornstein-Uhlenbeck process defined by the equation

$$
\left\{\begin{array}{l}
d Z_{t}+A Z_{t} d t=G d W_{t}  \tag{2.9}\\
Z_{0}=0
\end{array}\right.
$$

It is well known, (see e.g. [8]) that under assumption (2.8) equation (2.9) has a unique progressively measurable mild solution $\left(Z_{t}\right)$ taking values in dom $\left(A^{1 / 4}\right) \mathbb{P}$-a.s. The following result has been proven in [13].

Proposition 2.3. Assume (2.8). Then for each initial condition $x \in H$ there exists a unique solution $X^{x}$ to equation (2.6), which additionally enjoys the property

$$
\begin{equation*}
X^{x}-Z \in L^{2}([0, T] ; V) \quad \mathbb{P}-\text { a.s. } \tag{2.10}
\end{equation*}
$$

Moreover, the family of solutions $\left\{X^{x}: x \in H\right\}$ forms a Markov family which satisfies the Feller property and has an invariant measure $\mu_{N S}$.

Our next aim is to define the concept of $V$-uniform ergodicity of a Markov semigroup. The definition is formulated for a general Markov process $\left(X_{t}\right)$ with values in a Polish space $E$. Let $b \mathscr{B}$ denote the space of bounded Borel functions on $E$ and let $\left(P_{t}\right),\left(P_{t}^{*}\right)$ and $(P(t, x, \cdot)$ denote the Markov semigroup on $b \mathscr{B}$, the adjoint Markov semigroup on the space $\mathscr{P}$ of probability measures on $E$, and the transition probability measures, respectively, associated to the process $\left(X_{t}^{x}\right)$. More precisely, for any $t \geqslant 0$

$$
\begin{equation*}
P_{t}: b \mathscr{B} \rightarrow b \mathscr{B}, \quad P_{t} \phi(x)=\mathbb{E}_{x} \phi\left(X_{t}\right), \tag{2.11}
\end{equation*}
$$

$$
\begin{equation*}
P_{t} \phi(x)=\int_{E} \phi(y) P(t, x, d y), \quad \phi \in b \mathscr{B}, \quad x \in E \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{t}^{*}: \mathscr{P} \rightarrow \mathscr{P}, \quad P_{t}^{*} \nu=\int_{E} P(t, x, \cdot) \nu(d x) \tag{2.13}
\end{equation*}
$$

where $\mathbb{E}_{x}$ denotes the expectation corresponding to the initial condition $X_{0}=x$. Obviously, $P_{t}^{*} \nu$ may be interpreted as the probability distribution of $X_{t}, \nu$ being the initial distribution.

Let $V: E \rightarrow[1, \infty)$ be a measurable function and let $b_{V} \mathscr{B}$ denote the space of Borel functions on $E$ endowed with the norm

$$
\|\phi\|_{V}=\sup _{x \in E} \frac{|\phi(x)|}{V(x)} .
$$

Definition 2.4. The Markov semigroup $\left(P_{t}\right)$ is said to be $V$-uniformly ergodic if $\left(P_{t}\right)$ extends to operator $P_{t}: b_{V} \mathscr{B} \rightarrow b_{V} \mathscr{B}$ and there exist $C>0$ and $\omega>0$ such that

$$
\begin{equation*}
\sup _{|\phi|_{V} \leqslant 1}\left|P_{t} \phi(x)-\langle\phi, \mu\rangle\right| \leqslant C V(x) e^{-\omega t}, \quad t \geqslant 0 x \in E, \tag{2.14}
\end{equation*}
$$

where $\mu \in \mathscr{P}$ is the invariant measure.
Let $\|\nu\|_{v a r}$ denote the norm of total variation of a signed measure $\nu$ and let $\|\nu\|_{V}$ denote the so-called $V$-variation:

$$
\begin{equation*}
\|\nu\|_{V}=\sup _{\|\phi\|_{V} \leqslant 1}|\langle\nu, \phi\rangle|=\|V \nu\|_{v a r} \tag{2.15}
\end{equation*}
$$

where we denoted by $V \nu$ the measure $d \rho=V d \nu$. Obviously $\|\nu\|_{v a r} \leqslant\|\nu\|_{V}$. In terms of the adjoint Markov semigroup (2.14) implies

$$
\begin{equation*}
\left\|P_{t}^{*} \nu-\mu\right\|_{v a r} \leqslant\left\|P_{t}^{*} \nu-\mu\right\|_{V} \leqslant C\|\nu\|_{V} e^{-\omega t}, \quad t \geqslant 0, \nu \in \mathscr{P} \tag{2.16}
\end{equation*}
$$

Note that one can have $\|\nu\|_{V}=\langle\nu, V\rangle=\infty$.
In the rest of Section $2.1\left(P_{t}\right)$ and $\left(P_{t}^{*}\right)$ will denote the Markov semigroups defined by the solution of the Navier-Stokes equation (2.6) on the space $E=H$. Under suitable nondegeneracy conditions on $G$ it has been proven (cf. [15], [11]) that $P_{t}^{*} \nu \rightarrow \mu_{N S}$ as $t \rightarrow \infty$ in the metric of total variation of measures for each initial measure $\nu \in \mathscr{P}$. Building upon these results we aim at proving the $V$-uniform ergodicity under suitable assumptions on $G$ and $V$.
Hypothesis 2.5. The operator $G$ is Hilbert-Schmidt on $H$ and there exist $\alpha \in\left(\frac{1}{4}, \frac{1}{2}\right)$ and $\epsilon>0$ such that

$$
\begin{equation*}
\operatorname{dom}\left(A^{2 \alpha}\right) \subset \operatorname{im}(G) \subset \operatorname{dom}\left(A^{\frac{1}{4}+\frac{\alpha}{2}+\epsilon}\right) \tag{2.17}
\end{equation*}
$$

The second inclusion in (2.17) is slightly stronger than (2.8) because we need more regularity of the solution to (2.6). The first inclusion is a nondegeneracy condition.

Hypothesis 2.6. The function $V: H \rightarrow[1, \infty)$ is measurable and

$$
\begin{equation*}
c_{1} \Phi\left(|x|^{2}\right) \leqslant V(x) \leqslant c_{2} \Phi\left(|x|^{2}\right), \quad x \in H \tag{2.18}
\end{equation*}
$$

where $\Phi \in C^{2}\left(\mathbb{R}_{+}\right), \Phi \geqslant 1, \Phi^{\prime} \geqslant 0$,

$$
\lim _{r \rightarrow \infty} \Phi(r)=\infty
$$

and for any $\alpha, k>0$ there exist $\beta, C>0$ such that

$$
\begin{equation*}
-\alpha r \Phi(r)+k\left(r\left|\Phi^{\prime \prime}(r)\right|+r^{1 / 2} \Phi^{\prime}(r)\right) \leqslant-\beta \Phi(r)+C \tag{2.19}
\end{equation*}
$$

for $r>0$ large enough.
Example 2.7. It is easy to see that the functions

$$
\begin{equation*}
V(x)=1+|x|^{p}, \quad p>0 \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
V(x)=e^{|x|^{2 \alpha}}, \quad \alpha \in(0,1) \tag{2.21}
\end{equation*}
$$

satisfy conditions of Hypothesis 2.6.
Remark 2.8. (i) Without loss of generality we may suppose that (2.19) holds for all $r>0$ changing perhaps the constant $C$.
(ii) If two functions $U$ and $V$ satisfy Hypothesis 2.6 then $\alpha U+\beta V$ and $\alpha V(\beta x)$ satisfy this hypothesis for any $\alpha, \beta>0$ as well.

The following is our main result on the stochastic Navier-Stokes equation with the Dirichlet boundary conditions.

Theorem 2.9. Let the operator $G$ and the function $V$ satisfy Hypotheses 2.5 and 2.6 respectively. Then the Markov semigroup associated to the Navier-Stokes equation (2.6) is $V$-uniformly ergodic, i.e. (2.14) and (2.16) hold true with $E=H$ and $\mu=\mu_{N S}$, where $\left(P_{t}\right)$ and $\left(P_{t}^{*}\right)$ denote the Markov semigroups defined by the equation (2.6). In particular, $V$ may be defined by (2.20) or (2.21).

We will denote by $\|\phi\|_{p}$ the norm

$$
\|\phi\|_{p}^{p}=\int_{H}|\phi(x)|^{p} V(x) \mu_{N S}(d x)
$$

of a function $\phi$ in the space $L^{p}\left(H, V \mu_{N S}\right)$. Let

$$
\left(\frac{1}{V} P_{t} V\right) \phi(x)=\frac{1}{V(x)} P_{t}(V \phi)(x)
$$

Theorem 2.10. The family of operators $\left(\frac{1}{V} P_{t} V\right)$ defines a $C_{0}$-semigroup on $L^{p}\left(H, V \mu_{N S}\right)$ for $p \in(1, \infty)$ and $V \mu_{N S}$ is an invariant measure for this semigroup. Moreover, there exist $\beta, C_{p}>0$ such that

$$
\begin{equation*}
\left\|\frac{1}{V} P_{t} V \phi-\left\langle V \mu_{N S}, \phi\right\rangle \frac{1}{V}\right\|_{p} \leqslant C_{P} e^{-\beta t / P}\|\phi\|_{p}, \quad \phi \in L^{p}\left(H, V \mu_{N S}\right) \tag{2.22}
\end{equation*}
$$

Remark 2.11. (Stochastic Navier-Stokes equation with periodic boundary conditions) Using the results from the B.Ferrario's paper [12] it is possible to make similar conclusions in case when the Dirichlet boundary conditions (2.4) are replaced by periodic ones. It may be interesting that in such case the noise may be "more degenerate". More specifically, consider the problem 2.1)-(2.3), where $\mathscr{O}=\left(0, L_{1}\right) \times\left(0, L_{2}\right)$, endowed with the periodic boundary conditions

$$
\begin{equation*}
u\left(t, \xi+L_{i} \eta_{i}\right)=u(t, \xi), \quad t>0, \quad \xi \in \mathbb{R}^{2}, i=1,2 \tag{2.23}
\end{equation*}
$$

where $\left(\eta_{1}, \eta_{2}\right)$ is the canonical basis of $\mathbb{R}^{2}$ and $L_{i}$ is the period in the $i$ the direction. The system (2.1)-(2.3), (2.23), may be formalized in terms of the abstract equation of the form
(2.6) (see e.g. [12] for details), where the state spaces are defined by means of the space $\left(\stackrel{\circ}{H}_{p}^{m}(\mathscr{O})\right)^{2}$ of functions from $\left(H_{l o c}^{m}\left(\mathbb{R}^{2}\right)\right)^{2}$ with zero average and the period $\left(L_{1}, L_{2}\right)$, e.g.

$$
H=\left\{u \in\left(\dot{H}_{p}^{0}(\mathscr{O})\right)^{2} ; \operatorname{div} u=0\right\}, \quad V=\left\{u \in\left(\dot{H}_{p}^{1}(\mathscr{O})\right)^{2} ; \operatorname{div} u=0\right\}
$$

Then $A=-\nu \Delta$ with $\operatorname{dom}(A)=\left(\dot{H}_{p}^{2}((O))\right)^{2} \cap H$ and the spaces $H_{\alpha}$ are defined again as domains of fractional powers of the operator $A$ equipped with the graph norm. The Wiener process $W_{t}$ is standard cylindrical on $H$ and $G$ is a bounded injective linear operator on $H$. The following is our main condition on the noise term:

Hypothesis 2.12. There exist $\alpha>1$ and $\epsilon>0$ such that

$$
\begin{equation*}
\operatorname{dom}\left(A^{\frac{\alpha}{2}+\frac{1}{2}}\right) \subset \operatorname{im}(G) \subset \operatorname{dom}\left(A^{\frac{\alpha}{2}+\epsilon}\right) \tag{2.24}
\end{equation*}
$$

The existence and uniqueness of solutions, the Markov property and existence of an invariant measure may be shown as in Proposition 2.3, cf. [13] and [12]. Our result on Navier-Stokes equation with periodic boundary conditions is formulated as follows:

Theorem 2.13. Let $f \in H_{\frac{\alpha}{2}-\frac{1}{2}}$ and assume that Hypotheses 2.6 and 2.12 are satisfied. Then the conclusions of Theorem 2.9 ( $V$-uniform ergodicity) and Theorem 2.10 (the spectral gap) hold true for the Markov semigroups $\left(P_{t}\right)$ and $\left(P_{t}^{*}\right)$ defined by the system (2.1)-(2.3), (2.23).
2.2. Stochastic Burgers Equation. In this section we study the stochastic Burgers equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, \zeta)-\nu \frac{\partial^{2} u}{\partial \zeta^{2}}(t, \zeta)=\frac{1}{2} \frac{\partial\left(u^{2}\right)}{\partial \zeta}(t, \zeta)+\eta(t, \zeta), \quad(t, \zeta) \in(0, \infty) \times(0,1) \tag{2.25}
\end{equation*}
$$

with viscosity $\nu>0$, the Dirichlet boundary conditions

$$
\begin{equation*}
u(t, 0)=u(t, 1)=0, \quad t \geqslant 0 \tag{2.26}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
u(0, \zeta)=u_{0}(\zeta), \quad \zeta \in[0,1] \tag{2.27}
\end{equation*}
$$

Following a well known approach e.g. [5], [6], [9], we will rewrite system (2.25)-(2.27) as an evolution equation

$$
\left\{\begin{array}{l}
d X_{t}+A X_{t} d t=\frac{1}{2} D_{\zeta}\left(X_{t}^{2}\right) d t+G d W_{t}  \tag{2.28}\\
X_{0}=x
\end{array}\right.
$$

in the space $H=L^{2}(0,1)$, where $X_{t}=X_{t}^{x}$ is identified with $u(t, \cdot)$ and $x$ with $u_{0}(\cdot) \in H$. In equation (2.28), ( $W_{t}$ ) stands for a standard cylindrical Wiener process in $H$ defined on a stochastic basis $\left(\Omega, \mathscr{F},\left(\mathscr{F}_{t}\right), \mathbb{P}\right), G \in H \rightarrow H$ is a bounded operator, $D_{\zeta}$ is the distributional derivative operator and

$$
A=-\nu \frac{\partial^{2}}{\partial \zeta^{2}}, \quad \operatorname{dom}(A)=H^{2}(0,1) \cap H_{0}^{1}(0,1)
$$

Denote by $\left(e^{-t A}\right)$ a symmetric $C_{0}$-semigroup generated by $A$ in $H$. Similarly as in the previous Section we define the Ornstein-Uhlenbeck process

$$
\begin{equation*}
Z_{t}=\int_{0}^{t} e^{-(t-s) A} G d W_{s}, \quad t \geqslant 0 \tag{2.29}
\end{equation*}
$$

It is well known that $Z \in C([0, T] ; C(0,1)) \mathbb{P}$-a.s. (cf. p. 14 of $[8])$. The difference $Y_{t}^{x}=$ $X_{t}^{x}-Z_{t}$ satisfies formally the equation

$$
\left\{\begin{array}{l}
\frac{d}{d t} Y_{t}^{x}+A Y_{t}^{x}=\frac{1}{2} D_{\zeta}\left(\left(Y_{t}^{x}+Z_{t}\right)^{2}\right), \quad t>0  \tag{2.30}\\
Y_{0}^{x}=x
\end{array}\right.
$$

We will define $\left(Y_{t}^{x}\right)$ as a solution to the integral equation

$$
\begin{equation*}
Y_{t}^{x}=e^{-t A} x+\frac{1}{2} \int_{0}^{t} e^{-(t-s) A} D_{\zeta}\left(\left(Y_{s}^{x}+Z_{s}\right)^{2}\right) d s, \quad t \geqslant 0 \tag{2.31}
\end{equation*}
$$

Definition 2.14. A process $X^{x} \in C([0, T] ; H)$ is said to be a mild solution of equation (2.28) if and only if $Y^{x}=X^{x}-Z$ a solution to equation (2.31).

Proposition 2.15. (cf. [9], pp. 262 and 273) For any $x \in H$ there exists a unique mild solution to equation (2.28) and there exists an invariant measure $\mu_{B}$ for the Markov semigroup associated to equation (2.28).

Hypothesis 2.16. The operator $Q=G G^{*}$ has the following properties: $\operatorname{tr}(Q)<\infty$ and for some $\delta \in\left(\frac{1}{2}, 1\right)$

$$
\begin{equation*}
\operatorname{im}\left(A^{\delta / 2}\right) \subset \operatorname{im}\left(Q^{1 / 2}\right) \tag{2.32}
\end{equation*}
$$

Under the nondegeneracy condition (2.32) Da Prato and Debussche proved in [3] that the Markov semigroup associated to (2.28) is strongly Feller in $H$. Irreducibility has been proven for $Q=I$ by Da Prato and Gątarek in [6] (cf. also [9]), it is however easy to adapt their proof to the present case (see Proposition 5.1 for a sketch of the proof). Therefore, for each initial measure $\nu \in \mathscr{P}$ the probability distributions $P_{t}^{*} \nu$ converge to $\mu_{B}$, as $t \rightarrow \infty$, in the norm of total variation. We shall prove a stronger result.

Theorem 2.17. Let the operator $Q$ and the function $V$ satisfy Hypotheses 2.32 and 2.6, respectively. Then the $V$-uniform ergodicity (2.14) and (2.16) holds true, where the transition semigroup $\left(P_{t}\right)$ and its adjoint $\left(P_{t}^{*}\right)$ are associated to equation (2.28), $E=H$ and $\mu=\mu_{B}$. In particular, $V$ may be defined as in (2.20) or (2.21).

We will denote by $\|\phi\|_{p}$ the norm

$$
\|\phi\|_{p}^{p}=\int_{H}|\phi(x)|^{p} V(x) \mu_{B}(d x)
$$

of a function $\phi$ in the space $L^{p}\left(H, V \mu_{B}\right)$. Let

$$
\left(\frac{1}{V} P_{t} V\right) \phi(x)=\frac{1}{V(x)} P_{t}(V \phi)(x)
$$

Theorem 2.18. The family of operators $\left(\frac{1}{V} P_{t} V\right)$ defines a $C_{0}$-semigroup on $L^{p}\left(H, V \mu_{B}\right)$ for all $p \in(1, \infty)$ and $V \mu_{B}$ is an invariant measure for this semigroup. Moreover, there exist $\beta, C_{p}>0$ such that

$$
\begin{equation*}
\left\|\frac{1}{V} P_{t} V \phi-\left\langle V \mu_{B}, \phi\right\rangle \frac{1}{V}\right\|_{p} \leqslant C e^{-\beta t / p}\|\phi\|_{p}, \quad \phi \in L^{2}\left(H, V \mu_{B}\right) \tag{2.33}
\end{equation*}
$$

## 3. Results on Markov Processes

In this section some results on $V$-uniform ergodicity and $L^{p}$-ergodicity are stated for general time homogeneous Markov processes. These results are applied to Markov processes defined by the stochastic Navier-Stokes and Burgers equations in the next sections.

Throughout the present section we assume that $\left(X_{t}\right)$ a time-homogeneous Markov process in a Polish space $E$ and $\left(P_{t}\right),\left(P_{t}^{*}\right)$ and $(P(t, x, \cdot))$ are the respective Markov semigroup, its adjoint and the transition kernel as defined in (2.11)-(2.13). We also assume that there exists an invariant measure $\mu \in \mathscr{P}$ :

$$
P_{t}^{*} \mu=\mu, \quad t \geqslant 0
$$

The following hypotheses are supposed to be satisfied, where $V: E \rightarrow[1, \infty)$ is a measurable function.
(H1) $\{P(t, x, \cdot): t>0, x \in E\}$ is a family of equivalent measures.
(H2) There exists a measurable subspace $E_{1} \subset E$ such that for each $t>0$ and $\Gamma \in \mathscr{B}$ the mapping $x \rightarrow P(t, x, \Gamma)$ is continuous in $E_{1}$.
(H3) For each $r>1$ there exist $T_{0}>0$ and a compact $K \subset E_{1}$ such that

$$
\begin{equation*}
\inf _{x \in V_{r}} P\left(T_{0}, x, K\right)>0 \tag{3.1}
\end{equation*}
$$

where $V_{r}=\{y \in E: V(y) \leqslant r\}$.
(H4) For certain $k, \alpha, c>0$

$$
\begin{equation*}
\mathbb{E}_{x} V\left(X_{t}\right) \leqslant k V(x) e^{-\alpha t}+c, \quad t \geqslant 0 \tag{3.2}
\end{equation*}
$$

Theorem 3.1. Assume (H1)-(H4). Then the Markov semigroup ( $P_{t}$ ) is V-uniformly ergodic, i.e. (2.14) and (2.16) hold true.

Proof. Take $t_{0}>0$ such that $k e^{-\alpha t_{0}} \leqslant \frac{1}{4}$. By (H4) we have

$$
\begin{equation*}
\mathbb{E}_{x} V\left(X_{t}\right)-V(x) \leqslant\left(k e^{-\alpha t_{0}}-1\right) V(x)+c \leqslant-\frac{3}{4} V(x)+c \tag{3.3}
\end{equation*}
$$

for $t \geqslant t_{0}, x \in E$. Therefore,

$$
\begin{equation*}
\mathbb{E}_{x} V\left(X_{t}\right)-V(x) \leqslant c, \quad x \in E, t \geqslant t_{0} \tag{3.4}
\end{equation*}
$$

Taking $r \geqslant 4 c$ we find that

$$
-\frac{1}{4} V(x)+c<-\frac{1}{4} r+c \leqslant 0, \quad \text { for } \quad x \in E \backslash V_{r},
$$

and thereby

$$
\begin{equation*}
\mathbb{E}_{x} V\left(X_{t}\right)-V(x) \leqslant-\frac{1}{2} V(x)+c I_{V_{r}}(x), \quad x \in E, t \geqslant t_{0} \tag{3.5}
\end{equation*}
$$

The last inequality implies that each skeleton chain $\left(X_{n t}\right)_{n \geqslant 0}$ with $t \geqslant t_{0}$ has a geometric drift toward $V_{r}$. We will show that there exists a skeleton for which $V_{r}$ is a nontrivial small set. By (H1) each skeleton $\left(X_{n \tau}\right), \tau>0$, is $\psi$-irreducible where $\psi(\cdot)=P\left(1, x_{0}, \cdot\right)$ and $x_{0} \in E$ is arbitrary and fixed. Hence, (cf. Lemma 2 in [19] or Theorem 5.2.2 in [23]) there exists a small set $\Pi \in \mathscr{B}, \psi(\Pi)>0$, that is

$$
\begin{equation*}
P\left(1, x_{0}, \Pi\right)>0 \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\inf _{x \in \Pi} P(T, x, \Gamma) \geqslant \lambda(\Gamma), \quad \Gamma \in \mathscr{B} \tag{3.7}
\end{equation*}
$$

for some $T>0$ and a nonnegative measure $\lambda$ such that $\lambda(\Pi)>0$. By the ChapmanKolmogorov equation we have

$$
\begin{gather*}
\inf _{x \in V_{r}} P\left(2 T+T_{0}, x, \Gamma\right) \geqslant \inf _{x \in V_{r}} \int_{\Pi} P(T, y, \Gamma) P\left(T+T_{0}, x, d y\right) \\
\geqslant \lambda(\Gamma) \inf _{x \in V_{r}} P\left(T+T_{0}, x, \Pi\right) \geqslant \lambda(\Gamma) \inf _{x \in V_{r}} \int_{K} P(T, y, \Pi) P\left(T_{0}, x, d y\right), \tag{3.8}
\end{gather*}
$$

where $t$ and $K$ are given in (H3). By (H1) and (3.6) the function $y \rightarrow P(T, y, \Pi)$ is positive on $E$ and by (H2) it is continuous with respect to the topology of $E_{1}$, in which $K$ is compact. Therefore, by (H3)

$$
\begin{equation*}
\inf _{x \in V_{r}} P\left(2 T+T_{0}, x, \Gamma\right) \geqslant \delta_{1} \lambda(\Gamma) \inf _{x \in V_{r}} P\left(T_{0}, x, K\right) \geqslant \delta_{2} \lambda(\Gamma), \quad \Gamma \in \mathscr{B} \tag{3.9}
\end{equation*}
$$

for some $\delta_{1}, \delta_{2}>0$. It follows that $V_{r}$ is a nontrivial small set for each skeleton $\left(X_{n m\left(2 T+T_{0}\right)}\right)_{n \geqslant 0}$, where $m \geqslant 1$. Taking $m$ large enough so that $\tau=m\left(2 T+T_{0}\right) \geqslant t_{0}$ we obtain the skeleton $\left(X_{n \tau}\right)$ which is $V$-uniformly ergodic, i.e.

$$
\begin{equation*}
\sup _{\|\phi\|_{V} \leqslant 1}\left|P_{n \tau} \phi(x)-\langle\mu, \phi\rangle\right| \leqslant C_{0} e^{-n \tau \omega} V(x), \quad x \in E, n \geqslant 0 \tag{3.10}
\end{equation*}
$$

for some $C_{0}, \omega>0$. Therefore, by (H4)

$$
\begin{gather*}
\sup _{\|\phi\|_{V} \leqslant 1}\left|P_{n \tau+s} \phi(x)-\langle\mu, \phi\rangle\right| \leqslant \sup _{\|\phi\|_{V} \leqslant 1}\left|P_{s}\left(P_{n \tau} \phi-\langle\mu, \phi\rangle\right)(x)\right| \\
\leqslant C_{0} e^{-n \tau \omega} \mathbb{E}_{x} V\left(X_{s}\right) \leqslant C_{0} e^{-n \tau \omega}\left(k V(x) e^{-\alpha s}+c\right) \\
\leqslant C_{0} V(x) e^{-(n \tau+s) \omega} e^{\omega s}\left(k e^{-\alpha s}+c\right) \leqslant C V(x) e^{-(n \tau+s) \omega}, \quad x \in E, s \in[0, \tau], \tag{3.11}
\end{gather*}
$$

for some $C>0$, which completes the proof.
The following simple lemma will be useful to verify condition (H1).
Lemma 3.2. Let $E_{1} \subset E$ with continuous and dense embedding and suppose that the process $\left(X_{t}\right)$ is strongly Feller with respect to the topology of $E_{1}$ (i.e. (H2) holds) and let ( $X_{t}$ ) be $E_{1}$-topologically irreducible (i.e. $P(t, x, U)>0$ for each $t>0, x \in E_{1}$ and nonempty open $U \subset E_{1}$ ) and $P\left(t, x, E_{1}\right)=1$ for all $x \in E$ and $t>0$. Then condition (H1) holds as well, i.e. the measures $P(t, x, \cdot)$ are equivalent for all $t>0$ and $x \in E$.

Proof. The proof based on a modification of an earlier result by Khasminskii cf. [20] is given in [15] for a special choice of spaces $E$ and $E_{1}$ but it can be easily extended to the present case.

In the last part of this Section we will consider the problem of existence of the spectral gap in the weighted space $L^{p}(E, V \mu), p \in\{1, \infty)$, with the norm

$$
\|\phi\|_{p}^{p}=\int_{E}|\phi(x)|^{p} V(x) \mu(d x), \quad \phi \in L^{p}(E, V \mu)
$$

For any Radon measure $\nu$ on $E$ and $g \in L^{1}(E, \nu)$ we denote by $g \nu$ the measure

$$
(g \nu)(B)=\int_{B} g(x) \nu(d x), \quad B \in \mathscr{B}(E)
$$

Let

$$
\left(\frac{1}{V} P_{t} V\right) \phi(x)=\frac{1}{V(x)} P_{t}(V \phi)(x)
$$

If (2.14) holds then

$$
\left\|\frac{1}{V} P_{t} V \phi-\frac{1}{V}\langle V \mu, \phi\rangle\right\|_{\infty} \leqslant C e^{-\omega t}\|\phi\|_{\infty}
$$

We will denote by $\left(Q_{t}\right)$ the semigroup of bounded operators

$$
Q_{t}=\frac{1}{V} P_{t} V: b \mathscr{B} \rightarrow b \mathscr{B}
$$

Let us recall that if the semigroup $\left(P_{t}\right)$ satisfies the condition (H1) then the spaces $L^{p}(E, \mu)$ are invariant for $\left(P_{t}\right)$ and

$$
\begin{equation*}
P_{t} \phi(x)=\int_{E} p_{t}(x, y) \phi(y) \mu(d y) \tag{3.12}
\end{equation*}
$$

where $p_{t}(x, \cdot)$ the the density $d P(t, x, \cdot) / d \mu$. The next lemma is essentially known. It collects the facts necessary to prove Theorem 3.4.

Lemma 3.3. Assume that (H1)-(H4) are satisfied. Then the following holds.
(a) The measure $V \mu$ is invariant for the positive semigroup $\left(Q_{t}\right)$.
(b) Let $\nu=\psi V \mu$ with $\psi \in L^{1}(E, V \mu)$. Then

$$
Q_{t}^{*} \nu=\left(G_{t} \psi\right) V \mu
$$

where

$$
\begin{equation*}
G_{t} \psi(y)=\int_{E} p_{t}(x, y) \psi(x) \mu(d x) \tag{3.13}
\end{equation*}
$$

with $p_{t}(\cdot, \cdot)$ given by (3.12). Moreover,

$$
\left\|Q_{t}^{*}\right\|_{v a r}=\left\|G_{t}\right\|_{L^{1}(E, V \mu) \rightarrow L^{1}(E, V \mu)}
$$

(c) The space $L^{p}(E, V \mu)$ is invariant for the semigroup $\left(Q_{t}^{*}\right)$ for each $p \in[1, \infty]$ and

$$
\sup _{t \geqslant 0}\left\|Q_{t}^{*}\right\|_{L^{p}(E, V \mu) \rightarrow L^{p}(E, V \mu)}<\infty .
$$

Moreover, $\left(Q_{t}^{*}\right)$ is a $C_{0}$-semigroup on $L^{p}(E, V \mu)$ for $p \in[1, \infty)$ and for $p>1$ it may be, in fact, identified as the dual of the extension of $Q_{t}: L^{q}(E, V \mu) \rightarrow L^{q}(E, V \mu)$ for $q=\frac{p}{p-1}$.
Proof. (a) Clearly, $\left(Q_{t}^{*}\right)$ is a positive semigroup on $\mathscr{M}_{b}(E)$ with the invariant measure $V \mu$ :

$$
\left(\frac{1}{V} P_{t} V\right)^{*}(V \mu)=V P_{t}^{*} \frac{1}{V}(V \mu)=V \mu .
$$

(b) For $\psi \in b \mathscr{B}, \psi \geqslant 0$, we define

$$
G_{t} \psi(y)=\int_{E} p_{t}(x, y) \psi(x) \mu(d x)
$$

where $G_{t} \psi \geqslant 0$ is a well defined measurable function. Let $\nu=\psi V \mu$. For $\phi \in L^{\infty}(E, V \mu)$ such that $\phi \geqslant 0$ (3.13) and the Fubini Theorem yield

$$
\begin{gather*}
\left\langle V P_{t}^{*} V^{-1}(\psi V \mu), \phi\right\rangle=\left\langle\psi \mu, P_{t}(V \phi)\right\rangle \\
=\int_{E} \int_{E} p_{t}(x, y) V(y) \phi(y) \mu(d y) \psi(x) \mu(d x)=\int_{E}\left(\int_{E} p_{t}(x, y) \psi(x) \mu(d x)\right) \phi(y) V(y) \mu(d y) \\
=\left\langle\left(G_{t} \psi\right) V \mu, \phi\right\rangle \tag{3.14}
\end{gather*}
$$

Hence (3.14) holds for arbitrary $\psi \in L^{1}(E, V \mu)$ and $\phi \in L^{\infty}(E, V \mu)$ and $V P_{t}^{*} V^{-1}(\psi V \mu)=$ $\left(G_{t} \psi\right) V \mu$. Moreover,

$$
\begin{gathered}
\left\|\left(G_{t} \psi\right) V \mu\right\|_{v a r}=\sup _{\|\phi\| \leqslant 1}\left|\left\langle\left(G_{t} \psi\right) V \mu, \phi\right\rangle\right| \\
=\sup _{\|\phi\| \leqslant 1}\left|\left\langle\psi V \mu,\left(\frac{1}{V} P_{t} V\right) \phi\right\rangle\right| \leqslant C_{T}\|\psi\|_{1}, \quad t \in[0, T] .
\end{gathered}
$$

Since

$$
\left\langle\left(G_{t} \psi\right) V \mu, \phi\right\rangle==_{L^{1}}\left\langle G_{t} \psi, \phi\right\rangle_{L^{\infty}},
$$

we find that $G_{t}$ is bounded on $L^{1}(E, V \mu)$ and is fact the restriction of $V P_{t}^{*} \frac{1}{V}$ from $\mathscr{M}_{b}(E)$ to this space and (3.13) holds.
(b) If $\psi \in L^{\infty}(E, V \mu)$ is nonnegative then for $f \geqslant 0$ from $L^{1}(E, V \mu)$ the arguments similar as in (a) imply

$$
\left\langle V P_{t}^{*} \frac{1}{V}(\psi V \mu), f\right\rangle=\left\langle\left(G_{t} \psi\right) V \mu, f\right\rangle \leqslant C_{T}\|\psi\|_{\infty}\|f\|_{1}, \quad t \in[0, T]
$$

since $\left\|\frac{1}{V} P_{t} V\right\|_{1 \rightarrow 1} \leqslant C_{T}$, and therefore $V P_{t}^{*} V^{-1} \psi \in L^{\infty}(E, V \mu)$. All those arguments extend immediately to an arbitrary $\psi \in L^{1}(E, V \mu)$ and (b) follows by a standard density argument. (c) This part follows again by the density argument.

Theorem 3.4. Assume (H1)-(H4). Then the family of operators $\left(\frac{1}{V} P_{t} V\right)$ defines a $C_{0}{ }^{-}$ semigroup on $L^{p}(E, V \mu), p \in(1, \infty)$ with the invariant measure $V \mu$. Moreover, there exist $\beta, C_{p}>0$ such that

$$
\begin{equation*}
\left\|\frac{1}{V} P_{t} V \phi-\langle V \mu, \phi\rangle \frac{1}{V}\right\|_{p} \leqslant C_{p} e^{-\beta t / p}\|\phi\|_{p}, \quad \phi \in L^{p}(E, V \mu) \tag{3.15}
\end{equation*}
$$

Proof. By Theorem 3.1 and Lemma 3.3 (2.16) holds and therefore

$$
\left\|Q_{t}^{*} \nu-V \mu\right\|_{v a r} \leqslant C e^{-\omega t}\|\nu\|_{v a r}
$$

By Lemma 3.3 we find that

$$
\left\|Q_{t}^{*} \phi-\langle\mu, \phi\rangle\right\|_{1} \leqslant C e^{-\omega t}\|\phi\|_{1}
$$

and

$$
\left\|Q_{t}^{*} \phi-\langle\mu, \phi\rangle\right\|_{\infty} \leqslant C\|\phi\|_{\infty}
$$

Therefore, by interpolation we obtain

$$
\left\|Q_{t}^{*} \phi-\langle\mu, \phi\rangle\right\|_{p} \leqslant C_{p} e^{-\omega t / p}\|\phi\|_{p}
$$

for all $p \in(1, \infty)$. Finally by (c) of Lemma 3.3

$$
\left\|Q_{t} \phi-\langle V \mu, \phi\rangle \frac{1}{V}\right\|_{p} \leqslant C_{p} e^{-\omega t / p}\|\phi\|_{p}
$$

for each $p \in(1, \infty)$, which completes the proof.

## 4. Proofs: Stochastic Navier-Stokes Equation

The aim of this section is to prove Theorems 2.92 .10 and 2.13 from Section 2.1. We are going to use the abstract results of Section 3 and to this end we need to verify conditions (H1)-(H4) for the Markov process defined by the stochastic Navier-Stokes equation (2.6) and a function $V$ satisfying Hypothesis 2.6. The full proof is given for the case of Dirichlet boundary conditions (Theorems 2.9 and 2.10). The case of periodic boundary conditions (Theorem 2.13) may be treated very similarly (the sketch of the proof is given at the end of the section).

Throughout the section the notation from Section 2.1 is preserved, Hypotheses 2.5 and 2.6 are supposed to hold true, $E=H$ and the Markov semigroups are those defined by the solution to the Navier-Stokes equation (2.6).

Lemma 4.1. Let $\beta \in\left[0, \frac{1}{2}\right)$. Then for any $t_{0}>0$ there exists a random variable $C_{t_{0}}$ depending on $t_{0}$ only and such that

$$
\begin{equation*}
\left|X_{t_{0}}^{x}\right|_{\beta}^{2} \leqslant C_{t_{0}}|x|^{2} e^{|x|^{2}}, \quad \mathbb{P}-\text { a.s. } \tag{4.1}
\end{equation*}
$$

where $\left(X_{t}^{x}\right)$ denote the solution to equation (2.6) starting from $X_{0}^{x}=x \in H$.
Proof. Recall that $\left(Z_{t}\right)$ is the Ornstein-Uhlenbeck process defined by (2.9). It is well known that the operator $A$ is positive and selfadjoint, with $A^{-1}$ compact and the eigenvalues $\alpha_{n}$ of $A$ have the property $\alpha_{n} \sim n^{2}$. Hence, by the second inclusion of (2.17) $Q$ is of trace class and

$$
\begin{equation*}
Z \in C\left([0, T], H_{\beta}\right), \quad \mathbb{P}-\text { a.s. } \tag{4.2}
\end{equation*}
$$

for each $T>0$ (cf. [7]). Fix $T \geqslant t_{0}$ and set $Y_{t}^{x}=X_{t}^{x}-Z_{t}$ for $x \in H$. Obviously, $\left(Y_{t}^{x}\right)$ satisfies the equation

$$
\left\{\begin{array}{l}
\frac{d}{d t} Y_{t}^{x}+A Y_{t}^{x}+B\left(Y_{t}^{x}+Z_{t}, Y_{t}^{x}+Z_{t}\right)=f, \quad t>0  \tag{4.3}\\
Y_{0}^{x}=x
\end{array}\right.
$$

and by Proposition $2.3 Y^{x} \in C([0, T] ; H) \cap L^{2}(0, T ; V)$ (cf. [13], [14] or [29]). By (4.2) it suffices to show (4.1) with $X_{t}^{x}$ replaced with $\left(Y_{t}^{x}\right)$. Following arguments in the proof of Proposition 4.1 in [13] we find that for each $t \in[0, T], \epsilon>0$ and sufficiently large $C(\epsilon)>0$ P-a.s.

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t}\left|Y_{t}^{x}\right|^{2}+\left|Y_{t}^{x}\right|_{1 / 2}=-\left\langle B\left(Y_{t}^{x}+Z_{t}, Y_{t}^{x}+Z_{t}\right), Y_{t}^{x}\right\rangle+\left\langle f, Y_{t}^{x}\right\rangle \\
& \quad \leqslant \epsilon\left|Y_{t}^{x}\right|_{1 / 2}^{2}+\epsilon\left|Y_{t}^{x}\right|^{2}+C(\epsilon)\left(\left|Z_{t}\right|_{1 / 4}^{4}\left|Y_{t}^{x}\right|^{2}+\left|Z_{t}\right|_{1 / 4}^{4}+|f|^{2}\right) \tag{4.4}
\end{align*}
$$

$\mathbb{P}$-a.s. Taking $\epsilon<1$ and invoking the Gronwall Lemma we obtain

$$
\begin{equation*}
\left|Y_{t}^{x}\right|^{2} \leqslant C_{1}\left(|x|^{2} e^{\int_{0}^{t}\left(1+\left|Z_{s}\right|_{1 / 4}^{4}\right) d s}+\int_{0}^{t} e^{\int_{\tau}^{t}\left(1+\left|Z_{s}\right|_{1 / 4}^{4}\right) d s}\left(\left|Z_{\tau}\right|_{1 / 4}^{4}+|f|^{2}\right) d \tau\right) \tag{4.5}
\end{equation*}
$$

for all $t \in[0, T]$ and a certain universal constant $C_{1}$, which together with (4.2) yields

$$
\begin{equation*}
\sup _{t \in[0, T]}\left|Y_{t}^{x}\right|^{2} \leqslant L_{1}\left(1+|x|^{2}\right), \quad x \in H, \quad \mathbb{P}-\text { a.s. } \tag{4.6}
\end{equation*}
$$

where $L_{1}$ is a finite random variable. Using (4.6), (4.2) and again (4.4) we find that

$$
\begin{gather*}
\sup _{0 \leqslant t_{1} \leqslant t_{2} \leqslant T} \int_{t_{1}}^{t_{2}}\left|Y_{t}^{x}\right|_{\beta}^{2} d t \leqslant C_{2} \sup _{0 \leqslant t_{1} \leqslant t_{2} \leqslant T} \int_{t_{1}}^{t_{2}}\left|Y_{t}^{x}\right|_{1 / 2}^{2} d t \\
\leqslant L_{2}\left(1+|x|^{2}\right), \quad x \in H, \quad \mathbb{P}-\text { a.s. } \tag{4.7}
\end{gather*}
$$

where $C_{2}$ is a universal constant and $L_{2}$ is a finite random variable. Since $B: H_{\theta} \times H_{\rho} \rightarrow H_{\delta}$ is bounded for $\theta, \rho>0$ and $\delta \in[0,1)$ such that $\delta+\theta+\rho \geqslant 1$ and $\delta+\rho>\frac{1}{2}$ (cf. [16]), taking $\theta=\rho=\frac{1}{4}+\frac{\beta}{2}$ and $\delta=\frac{1}{2}-\beta$ we obtain for $v \in H_{\frac{1}{2}+\beta}$ and $z \in H_{\frac{1}{4}+\frac{\beta}{2}}$

$$
\begin{gather*}
\left|\left\langle A^{-\frac{1}{2}+\beta} B(v+z, v+z), A^{\frac{1}{2}+\beta} v\right\rangle\right| \leqslant C\left|A^{\frac{1}{4}+\frac{\beta}{2}}(v+z)\right|^{2}\left|A^{\frac{1}{2}+\beta} v\right| \\
\leqslant C\left(|v|_{\frac{1}{4}+\frac{\beta}{2}}^{2}+|z|_{\frac{1}{4}+\frac{\beta}{2}}^{2}\right)|v|_{\frac{1}{2}+\beta} \tag{4.8}
\end{gather*}
$$

where $C$ stands for a universal constant which may be different on each line. Therefore, by interpolation

$$
\begin{gather*}
\left|\left\langle A^{-\frac{1}{2}+\beta} B(v+z, v+z), A^{\frac{1}{2}+\beta} v\right\rangle\right| \leqslant C\left(|v|_{\beta}|v|_{1 / 2}|v|_{\frac{1}{2}+\beta}+|z|_{\frac{1}{4}+\frac{\beta}{2}}^{2}|v|_{\frac{1}{2}+\beta}\right) \\
\leqslant \epsilon|v|_{\frac{1}{2}+\beta}^{2}+C(\epsilon)\left(|v|_{\beta}^{2}|v|_{1 / 2}^{2}+|z|_{\frac{1}{4}+\frac{\beta}{2}}^{4}\right) \tag{4.9}
\end{gather*}
$$

for each $\epsilon>0$ and each constant $C(\epsilon)$ depending on $\epsilon$ only. By classical arguments (see e.g. [13] we find that $Y^{x} \in L^{2}\left(0, T ; H_{\lambda}\right)$ for each $\lambda<1$, which yields for $t \in(0, T)$

$$
\begin{gather*}
\frac{1}{2} \frac{d}{d t}\left|Y_{t}^{x}\right|_{\beta}^{2}+\left|Y_{t}^{x}\right|_{\frac{1}{2}+\beta}^{2}=-\left\langle A^{-\frac{1}{2}+\beta} B\left(Y_{t}^{x}+Z_{t}, Y_{t}^{x}+Z_{t}\right)+f, A^{\frac{1}{2}+\beta} Y_{t}^{x}\right\rangle \\
\leqslant \epsilon\left|Y_{t}^{x}\right|_{\frac{1}{2}+\beta}^{2}+C(\epsilon)\left(\left|Y_{t}^{x}\right|_{\beta}^{2}\left|Y_{t}^{x}\right|_{1 / 2}^{2}+\left|Z_{t}\right|_{\frac{1}{4}+\frac{\beta}{2}}^{4}+|f|^{2}\right) \tag{4.10}
\end{gather*}
$$

and therefore for $0<s \leqslant t \leqslant T$

$$
\begin{equation*}
\left|Y_{t}^{x}\right|_{\beta}^{2} \leqslant C\left|Y_{s}^{x}\right|_{\beta}^{2} \exp \left(\int_{s}^{t}\left|Y_{r}^{x}\right|_{1 / 2}^{2} d r\right)+C \int_{s}^{t}\left|Z_{r}\right|_{\frac{1}{4}+\frac{\beta}{2}}^{4} \exp \left(\int_{r}^{t}\left|Y_{\tau}^{x}\right|_{1 / 2}^{2} d \tau\right) d r \tag{4.11}
\end{equation*}
$$

and in virtue of (4.7)

$$
\begin{gather*}
\left|Y_{t}^{x}\right|_{\beta}^{2} \leqslant C\left|Y_{s}^{x}\right|_{\beta}^{2} e^{L_{2}\left(1+|x|^{2}\right)}+C e^{L_{2}\left(1+|x|^{2}\right)} \int_{s}^{t}\left|Z_{r}\right|_{\frac{1}{4}+\frac{\beta}{2}}^{4} d r \\
\leqslant L_{3}\left|Y_{s}^{x}\right|_{\beta}^{2} e^{|x|^{2}} \tag{4.12}
\end{gather*}
$$

where $L_{3}$ is a finite random variable independent of $x \in H$ and $0<s \leqslant t \leqslant T$. Integrating (4.12) with respect to $s \in\left[\frac{1}{2} t_{0}, t_{0}\right]$ and invoking (4.7) we obtain

$$
\begin{align*}
&\left|Y_{t}^{x}\right|_{\beta}^{2} \leqslant \frac{2}{t_{0}} L_{3} e^{|x|^{2}} \int_{t_{0} / 2}^{t_{0}}\left|Y_{s}^{x}\right|_{\beta}^{2} d s \leqslant \frac{2}{t_{0}} L_{3} C e^{|x|^{2}} \int_{t_{0} / 2}^{t_{0}}\left|Y_{s}^{x}\right|_{\beta}^{2} d s \\
& \leqslant L_{4}|x|^{2} e^{|x|^{2}} \tag{4.13}
\end{align*}
$$

for a random variable $L_{4}$ depending on $t_{0}$ only, which together with (4.2) completes the proof.

Theorem 4.2. Assume that the function $V$ satisfies Hypothesis 2.6. Then (H4) holds.
Proof. Let $\left\{e_{n}: n \geqslant 1\right\}$ be the orthonormal basis of $H$ consisting of the eigenvectors of $A$ and let $\Pi_{m}$ be the orthogonal projection onto $\mathscr{H}_{n}=\operatorname{lin}\left\{e_{k}: k \leqslant n\right\}$. Set, for $n \geqslant 1$

$$
B_{n}(x)=\Pi_{n} B\left(\Pi_{n} x, \Pi_{n} x\right), \quad x_{n}=\Pi_{n} x, \quad x \in H
$$

and

$$
G_{n}=\Pi_{n} G \Pi_{n}, \quad f_{n}=\Pi_{n} f
$$

We will consider the finite dimensional equations

$$
\left\{\begin{array}{l}
d X_{n}(t)+A X_{n}(t) d t+B_{n}\left(X_{n}(t)\right) d t=f_{n} d t+G_{n} d W_{t}, \quad t>0  \tag{4.14}\\
X_{n}(0)=x_{n} \in \mathscr{H}_{n}
\end{array}\right.
$$

Without the loss of generality we may assume that $V(x)=\Phi\left(|x|^{2}\right)$. Denote by $\tau_{R}$ the exit time of $X_{n}$ from the ball $B_{R}=\{y \in H:|y|<R\}$. For a fixed $\lambda>0$ the Ito formula yields

$$
\begin{gather*}
\mathbb{E} V\left(X_{n}\left(t \wedge \tau_{R}\right)\right) e^{\lambda\left(t \wedge \tau_{R}\right)} \\
\leqslant V\left(x_{n}\right)+\mathbb{E} \int_{0}^{t \wedge \tau_{R}}\left[\lambda e^{\lambda s} V\left(X_{n}(s)\right)\right. \\
+e^{\lambda s}\left(-2 \Phi^{\prime}\left(\left|X_{n}(s)\right|^{2}\right)\left\langle A X_{n}(s), X_{n}(s)\right\rangle+2 \Phi^{\prime}\left(\left|X_{n}(s)\right|^{2}\right)\left\langle B_{n}\left(X_{n}(s)\right)+f_{n}, X_{n}(s)\right\rangle\right. \\
\left.\left.+2\left|\Phi^{\prime \prime}\left(\left|X_{n}(s)\right|^{2}\right)\right| \cdot\left|X_{n}(s)\right|^{2} \operatorname{tr}\left(G_{n} G_{n}^{*}\right)+\Phi^{\prime}\left(\left|X_{n}(s)\right|^{2}\right) \operatorname{tr}\left(G_{n} G_{n}^{*}\right)\right)\right] d s \\
\leqslant V\left(x_{n}\right)+\mathbb{E} \int_{0}^{t \wedge \tau_{R}}\left(\lambda e^{\lambda s} V\left(X_{n}(s)\right)\right. \\
\left.+e^{\lambda s}\left(-\kappa \Phi^{\prime}\left(\left|X_{n}(s)\right|^{2}\right)\left|X_{n}(s)\right|^{2}+k\left(\Phi^{\prime \prime}\left(\left|X_{n}(s)\right|^{2}\right)\left|X_{n}(s)\right|^{2}+\Phi^{\prime}\left(\left|X_{n}(s)\right|^{2}\right)\left|X_{n}(s)\right|\right)\right)\right) d s \tag{4.15}
\end{gather*}
$$

for any $t>0$ and some $\kappa, k>0$. Hypothesis 2.6 implies that

$$
\begin{gather*}
\mathbb{E} V\left(X_{n}\left(t \wedge \tau_{R}\right)\right) e^{\lambda\left(t \wedge \tau_{R}\right)} \\
\leqslant V\left(x_{n}\right)+\mathbb{E} \int_{0}^{t \wedge \tau_{R}}\left(\lambda e^{\lambda s} V\left(X_{n}(s)\right)+e^{\lambda s}\left(-\beta V\left(X_{n}(s)\right)+C\right)\right) d s \tag{4.16}
\end{gather*}
$$

for some $\beta, C>0$. Taking $\lambda \in(0, \beta)$ we have

$$
\begin{gather*}
\mathbb{E} V\left(X_{n}\left(t \wedge \tau_{R}\right)\right) e^{\lambda\left(t \wedge \tau_{R}\right)} \leqslant V\left(x_{n}\right)+\mathbb{E} \int_{0}^{t \wedge \tau_{R}} e^{\lambda s} C d s \\
\leqslant V\left(x_{n}\right)+\frac{C}{\lambda} e^{\lambda t} \tag{4.17}
\end{gather*}
$$

For $R \rightarrow \infty$ we obtain by the Fatou Lemma:

$$
\begin{equation*}
\mathbb{E} V\left(X_{n}(t)\right) \leqslant V\left(x_{n}\right) e^{-\lambda t}+\frac{C}{\lambda} \tag{4.18}
\end{equation*}
$$

It remains to justify passing with $n \rightarrow \infty$. Set for $m=1,2, \ldots$

$$
\Phi_{m}(r)=\left\{\begin{array}{lll}
\Phi(r) & \text { if } \quad 0 \leqslant r \leqslant m \\
\Phi(m) & \text { if } \quad r \geqslant m
\end{array}\right.
$$

Clearly, $V_{m}(y) \uparrow V(y)$ as $m \rightarrow \infty$ for each $y \in H$ and thereby

$$
\begin{equation*}
\mathbb{E} V_{m}(X(t)) \nearrow \mathbb{E} V\left(X_{t}\right), \quad m \rightarrow \infty \tag{4.19}
\end{equation*}
$$

By [2] $X_{n}(t) \rightarrow X_{t}$ for each $t \geqslant 0$ in distribution on the space $H_{-\delta}$ for each $\delta>0$ and therefore

$$
\begin{equation*}
\mathbb{E} V_{m}\left(X_{n}(t)\right) \rightarrow \mathbb{E} V_{m}\left(X_{t}\right), \quad n \rightarrow \infty \tag{4.20}
\end{equation*}
$$

Moreover, by (4.18)

$$
\mathbb{E} V_{m}\left(X_{n}(t)\right) \leqslant \mathbb{E} V\left(X_{n}(t)\right) \leqslant V\left(x_{n}\right) e^{-\lambda t}+\frac{C}{\lambda}
$$

and $V\left(x_{n}\right) \rightarrow V(x)$ so (4.19) and (4.20) yield

$$
\begin{equation*}
\mathbb{E} V\left(X_{t}\right) \leqslant V(x) e^{-\lambda t}+\frac{C}{\lambda}, \quad t \geqslant 0 . \tag{4.21}
\end{equation*}
$$

Proof of Theorems 2.9 and 2.10. We need to verify conditions (H1)-(H4) for the Markov process defined by equation (2.6). Under Hypothesis 2.5 it has been proven in [11] that the Markov semigroup $\left(P_{t}\right)$ is strongly Feller and irreducible in the space $E_{1}=H_{\alpha}$. Furthermore, since $\alpha<\frac{1}{2}$, (4.2) and (2.10) imply that $P\left(t, x, E_{1}\right)=1$ for $x \in E=H$ and $t>0$. Hence by Lemma 3.2 conditions (H1) and (H2) are satisfied with the above choice of spaces $E$ and $E_{1}$. Condition (H4) has been verified in Proposition 4.2 and it remains to check condition (H3). Let $\beta \in\left(\alpha, \frac{1}{2}\right)$ and for $R>0$ put

$$
K_{R}=\left\{z \in H_{\beta}:|z|_{\beta} \leqslant R\right\}
$$

By compactness of the operator $A^{-1}$ each $K_{R}$ is relatively compact in $E_{1}=H_{\alpha}$. Since $\Phi(r) \rightarrow \infty$ for $r \rightarrow \infty$, for each $T>0$ there exists $L>0$ such that

$$
\begin{align*}
\inf _{x \in V_{r}} P\left(T, x, K_{R}\right) & \geqslant \inf _{|x| \leqslant L} P\left(T, x, K_{R}\right) \geqslant 1-\sup _{|x| \leqslant L} P\left(T, x, H \backslash K_{R}\right) \\
& =1-\sup _{|x| \leqslant L} \mathbb{P}\left(\left|X_{t}^{x}\right|_{\beta}^{2} \geqslant R^{2}\right), \tag{4.22}
\end{align*}
$$

hence by Lemma 4.1

$$
\begin{gather*}
\inf _{x \in V_{r}} P\left(T, x, K_{R}\right) \geqslant 1-\mathbb{P}\left(C_{T}|x|^{2} e^{|x|^{2}} \geqslant R^{2}\right) \\
\geqslant 1-\mathbb{P}\left(C_{T} \geqslant \frac{R^{2} e^{-L^{2}}}{L^{2}}\right)>0, \tag{4.23}
\end{gather*}
$$

for $R$ sufficiently large which completes the proof of (H3).

## Proof of Theorem 2.13.

The proof almost exactly follows the lines of preceding one, however, the verification of our general condition (H1)-(H3) is based on the results from [12], Theorem 3.2, where it was shown that the Markov semigroup is strongly Feller and irreducible in the space $E_{1}=H_{\frac{\alpha}{2}}$. Also, it is standard to check that $P\left(t, x, E_{1}\right)=1$ for all $x \in H$ and $t>0$, so Hypotheses (H1) and (H2) are satisfied. Condition (H3) may be verified as in Lemma 4.1 by induction (cf. Proposition 3.1 in [12] for a similar proof). Finally, condition (H4) follows from Proposition 4.2, which applies to the present case without change (note that the second inclusion in Hypothesis 2.23 implies that the operator $G$ is Hilbert-Schmidt on $H$ ).

## 5. Proofs: Stochastic Burgers Equation

In this section Theorems 2.17 and 2.18 are proven. By Lemma 3.2 it suffices to show that conditions (H1)-(H4) are satisfied for the Markov process defined by the Burgers equation (2.28) and a function $V$ satisfying Hypothesis 2.6. Throughout this section we preserve the notation from Section 2.2 and we assume that Hypotheses 2.16 and 2.6 hold true.

Proposition 5.1. The Markov semigroup defined by equation (2.28) is strongly Feller and irreducible.

Proof. The strong Feller property has been proven in [3]. Irreducibility was shown in [6] (cf. also [9]) for $Q=I$, the proof may be however, easily adapted to the case of more general $Q$. For the reader's convenience we provide a sketch of the proof. Let

$$
\left\{\begin{array}{l}
\dot{z}^{u}=A z^{u}+Q^{1 / 2} u  \tag{5.1}\\
z^{u}(0)=x
\end{array}\right.
$$

where $u \in L^{2}(0, T ; H)$. The system (5.1) is approximately controllable which follows from the fact that $\overline{\operatorname{im}\left(Q^{1 / 2}\right)}=H$. That is, for any $x, y \in H$ and $\epsilon>0$ we can find $u \in L^{2}(0, T ; H)$ such that $\left|z^{u}(T)-y\right|<\epsilon$. Assume now that $x, y \in H_{0}^{1}$. Then $z^{u} \in C\left(0, T ; H_{0}^{1}\right)$ and $B\left(z^{u}(\cdot)\right) \in C(0, T ; H)$. Let

$$
\psi(t)=-B\left(z^{u}(t)\right)+Q^{1 / 2} u(t)
$$

and

$$
\psi_{n}(t)=-n Q^{1 / 2}\left(I+n Q^{1 / 2}\right)^{-1} B\left(z^{u}(t)\right)+Q^{1 / 2} u(t)=Q^{1 / 2} \phi_{n}(t)
$$

Clearly, $\psi, \psi_{n}, \phi_{n} \in L^{2}(0, T ; H)$ and $\psi_{n} \rightarrow \psi$ in $L^{1}(0, T ; H)$. Let us rewrite equation (5.1) in the form

$$
\left\{\begin{array}{l}
\dot{z}^{u}=A z^{u}+B\left(z^{u}\right)+\psi \\
z^{u}(0)=x
\end{array}\right.
$$

and consider also the equation

$$
\left\{\begin{array}{l}
\quad \dot{z}_{n}^{u}=A z_{n}^{u}+B\left(z_{n}^{u}\right)+Q^{1 / 2} \phi_{n}  \tag{5.2}\\
z_{n}^{u}(0)=x
\end{array}\right.
$$

It is known that the corresponding integral equation

$$
z_{n}^{u}(t)=S_{t} x+\int_{0}^{t} S_{t-s} B\left(z_{n}^{u}(s)\right) d s+\int_{0}^{t} S_{t-s} Q^{1 / 2} \phi_{n}(s) d s
$$

has a unique solution $z_{n}^{u} \in C\left(0, T ; H_{0}^{1}\right)$. We claim that

$$
\begin{equation*}
z_{n}^{u} \rightarrow z^{u} \quad \text { in } \quad C\left(0, T ; H_{0}^{1}\right) \tag{5.3}
\end{equation*}
$$

It follows that for any $\epsilon$ we can find $n$ big enough, such that $z_{n}^{u}(0)=x$ and $\left|z_{n}^{u}(T)-y\right|<\epsilon$. Since $H_{0}^{1}$ is dense in $H$ we find that the last estimate can be obtained for any $y \in H$. Then using the same arguments as in [9] we can prove that that for any $t>0, y \in H$ and $r>0$

$$
\begin{equation*}
P_{t} I_{\{z \in H ;|z-y|<r\}}(x)>0, \quad x \in H_{0}^{1} \tag{5.4}
\end{equation*}
$$

If $x \notin H_{0}^{1}$ then we can find a sequence $\left(x_{n}\right) \subset H_{0}^{1}$ such that $x_{n} \rightarrow x$ and then by the result in [3] we find that

$$
\mathbb{E}\left|X_{t}^{x}-X_{t}^{x_{n}}\right|^{2} \longrightarrow 0
$$

uniformly in $t \in[0, T]$. Therefore, (5.4) holds for any $x \in H$ and the irreducibility follows.
Lemma 5.2. Let $\beta \in\left(0, \frac{1}{4}\right)$. then for each $t_{0}>0$ there exists a random variable $C_{t_{0}}$ depending on $t_{0}$ only and such that

$$
\begin{equation*}
\left|X_{t_{0}}^{x}\right|_{\beta} \leqslant C_{t_{0}}\left(1+|x|^{2}\right), \quad \mathbb{P}-\text { a.s. } \tag{5.5}
\end{equation*}
$$

where $\left(X_{t}^{x}\right)$ denotes the solution starting from $X_{0}^{x}=x \in H$.

Proof. the proof is based on a priori estimates given in Chapter 14 of [9]. for $Y_{t}^{x}=X_{t}^{x}-Z_{t}$ (where $Z_{t}$ is defined in (2.29) we have for a fixed $T \geqslant t_{0}$

$$
\begin{equation*}
\left|Y_{t}^{x}\right|^{2} \leqslant|x|^{2} \exp \left(8 \int_{0}^{t}\left|Z_{s}\right|_{\infty}^{2} d s\right)+2 \int_{0}^{t}\left|Z_{s}\right|_{\infty}^{4} \exp \left(8 \int_{s}^{t}\left|Z_{r}\right|_{\infty}^{2} d r\right) d s, \quad t \in[0, T], x \in H, \tag{5.6}
\end{equation*}
$$

where $|\cdot|_{\infty}$ stands for the norm in $L^{\infty}(0,1)$. Since $\operatorname{tr}(Q)<\infty$ it follows that for each $\lambda<\frac{1}{2}$

$$
\begin{equation*}
Z \in C\left([0, T] ; H_{\lambda}\right) \cap C([0, T] ; C(0,1)), \tag{5.7}
\end{equation*}
$$

and by (5.6) there exists a random variable $C_{1}$ such that

$$
\begin{equation*}
\left|Y_{t}^{x}\right|^{2} \leqslant C_{1}\left(1+|x|^{2}\right), \quad \mathbb{P}-\text { a.s., } \quad x \in H \tag{5.8}
\end{equation*}
$$

Furthermore, by Lemma 14.2 .1 of [9] there exists a constant $C_{\beta}>0$ such that

$$
\begin{equation*}
\left|\int_{0}^{t} e^{-(t-s) A} D_{\zeta} u(s) d s\right|_{\beta}^{2} \leqslant C_{\beta} \sup _{s \leqslant t}|u(s)|_{L^{1}(0,1)}, \quad t \leqslant T \tag{5.9}
\end{equation*}
$$

for $\beta \in\left(0, \frac{1}{4}\right)$ and $u \in C\left([0, T] ; L^{1}(0,1)\right)$ and by the analyticity of the semigroup $\left(e^{-t A}\right)$ it follows that

$$
\begin{gathered}
\left|X_{t}^{x}\right|_{\beta} \leqslant\left|Y_{t}^{x}\right|_{\beta}+\left|Z_{t}\right|_{\beta} \\
\leqslant\left|e^{-t A} x\right|_{\beta}+\left|\frac{1}{2} \int_{0}^{t} e^{-(t-s) A} D_{\zeta}\left(Y_{s}^{x}+Z_{s}\right) d s\right|_{\beta}+\left|Z_{t}\right|_{\beta} \\
\leqslant \frac{c_{1}}{t^{\beta}}|x|+\frac{1}{2} C_{\beta} \sup _{s \leqslant t}\left|\left(Y_{t}^{x}+Z_{t}\right)^{2}\right|_{L^{1}(0,1)}+\left|Z_{t}\right|_{\beta} \\
\leqslant \frac{c_{1}}{t^{\beta}}|x|+C_{\beta} \sup _{s \leqslant t}\left(\left|Y_{s}^{x}\right|^{2}+\left|Z_{s}\right|^{2}\right)+\left|Z_{t}\right|_{\beta}, \quad t \leqslant T
\end{gathered}
$$

for a universal constant $c_{1}>0$, which together with (5.7) and (5.8) yields (5.5).
Proposition 5.3. Let the function $V$ satisfy Hypothesis 2.6. then (H4) holds true.
Proof. Following [3] we consider a sequence of approximating equations

$$
\left\{\begin{array}{l}
d X_{n}(t)+A X_{n}(t) d t=B_{n}\left(X_{n}(t)\right) d t+\Pi_{n} G d W_{t} \\
X_{n}(0)=x_{n}=\Pi_{n} x
\end{array}\right.
$$

where $\Pi_{n}$ are defined as orthogonal projections on the spans of the first $n$ eigenvectors of the operator $A$ and

$$
B_{n}(x)=\Pi_{n} D_{\zeta}\left(\left(\Pi_{n} x\right)^{2}\right), \quad x \in H_{0}^{1}
$$

Taking into account that $\left\langle B_{n}(x), x\right\rangle=0$ and $X_{n}^{x} \rightarrow X^{x}$ in $L^{2}(\Omega, \mathscr{F}, \mathbb{P} ; H)(c f$. [3]) we may repeat word by word the proof of Proposition 4.2 i.e. apply the Ito formula to the process $t \rightarrow e^{\lambda t} V\left(X_{n}^{x}(t)\right)$ with $\lambda>0$ small enough, estimate the drift term using Hypothesis 2.6 and pass with $n \rightarrow \infty$.

Proof of Theorem 2.17. We have to verify conditions (H1)-(H4) for the Markov process defined by equation (2.28) with $E=E_{1}=H$. By Lemma 3.2 and Proposition 5.1 (H1) and (H2) hold true while (H4) follows from Proposition 5.3. It remains to verify (H3). To this end we proceed in a similar way as in the proof of Theorem 2.9. For a fixed $\beta \in\left(0, \frac{1}{4}\right)$ set

$$
K_{R}=\left\{z \in H_{\beta}:|z|_{\beta} \leqslant R\right\}, \quad R>0
$$

Obviously, $K_{R}$ is relatively compact in $E_{1}=H$ for each $R>0$ and for each $r>0$ there exists $L>0$ such that

$$
\begin{equation*}
\inf _{x \in V_{r}} P\left(T, x, K_{R}\right) \geqslant \inf _{|x| \leqslant L} P\left(T, x, K_{R}\right) \geqslant 1-\sup _{|x| \leqslant L} P\left(T, x, H \backslash K_{R}\right) \tag{5.10}
\end{equation*}
$$

so by Lemma 5.2

$$
\begin{gather*}
\inf _{x \in V_{r}} P\left(T, x, K_{R}\right) \geqslant 1-\sup _{|x| \leqslant L} \mathbb{P}\left(C_{T}\left(1+|x|^{2}\right) \geqslant R\right) \\
\geqslant 1-\mathbb{P}\left(C_{T} \geqslant \frac{R}{1+L^{2}}\right) \tag{5.11}
\end{gather*}
$$

which is positive for $R$ large enough and (H3) holds.
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