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Abstract

The Lipschitz stability estimate for the non-stationary single-speed transport equation with the
lateral boundary data is obtained. The method of Carleman estimates is used. Uniqueness of the
solution follows.

1. Introduction

This paper addresses the question of the Lipschitz stability for the non-stationarysingle-speed
transport equation with the lateral boundary data. This is a non-standard problem for such equation.
The author plans to use this estimate for establishing a stability estimatefor a coefficient inverse
problem for this equation. The author is not aware about other publications with similar results for
the non-stationary transport equation. Reviews of uniqueness and stability resultsfor non-standard
Cauchy problems for partial differential equations (PDEs) can be found in, e. g., booksof Lavrentev,
Romanov, Shishatskii [10], Ames and Straughan [1], Isakov [6], and Klibanov and Timonov [9]. A
derivation of the transport equation for non-stationary case can be found, for example,in the book of
Case and Zweifel [4].

The proof of the main result of this paper is based on a new Carleman estimate. Traditionally,
Carleman estimates have been used for proof of stability and uniqueness results for non-standard
Cauchy problems for PDEs. They were first introduced by Carleman in 1939 [3], also see
Hörmander [5], and [10], [6], [9]. Since the work of Bukhgeim and Klibanov [2] Carleman estimates
are also used for proofs of uniqueness and stability results for coefficient inverse problems and,
most recently, for construction of numerical methods, see the book of Klibanov and Timonov [9] for
details and more references. Works of Klibanov and Malinsky [8] and Kazemi and Klibanov [7]
were the first ones, where Carleman estimates were used for proofs of the Lipschitz stability
estimates for hyperbolic equations with lateral Cauchy data; also see [9].The method of this paper is
similar with one of [9], [7] and [8]. In Section 2 the statements of the results are given; in Section 3
the proofs of these results are provided.

2. Statements of results

Denote
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Ω = x ∈ Rn : |x| < R, Sn = ν ∈ Rn : |ν| = 1,

H = Ω × Sn × −T,T, Γ = ∂Ω × Sn × −T,T.
The transport equation inH has the form [4]

ut + ν,∇u + ax, t,νu +
Sn

∫ gx, t,ν,μux, t,μdσμ = Fx, t,ν,     (2.1)

whereν ∈ Sn is a unit vector of particle velocity,ux, t,v is a density of particle flow,ax, t,v is an
absorption coefficient,Fx, t,v is an angular density of sources,gx, t,v,μ is a scattering indicatrix
andν,∇u represents a scalar product of two vectors.

Consider the following boundary condition

u|Γ = px, t,ν, where x, t,v ∈ ∂Ω × −T,T × Sn andn,v < 0.     (2.2)

Heren,v is the scalar product of the outer normal vectorn to the surface∂Ω and the direction of
the velocityv. So, only incoming radiation is given at the boundary in this case.

Equation (2.1) with the boundary condition (2.2) and the initial condition att = −T

ux,−T,v = qx,ν, where x,v ∈ Ω × Sn,     (2.3)

form the classical forward problem for the transport equation. Standard uniqueness,existence and
stability results for this problem are well known, see, e. g., Prilepko and Ivankov [11].

Suppose now that the initial dataqx,ν is unknown, but the following additional boundary
condition is given:

u|Γ = px, t,ν, where x, t,v ∈ ∂Ω × 0,T × Sn andn,v > 0.     (2.4)

Hence, the functionpx, t,v describes the outgoing radiation on the boundary. Thus, we obtain a
non-standard Cauchy problem for the non-stationary transport equation:

Problem 1: Given the lateral data (2.2), (2.4), determine the solutionux, t,v of the equation
(2.1).

Theorem 1. [Lipschitz stability]Let functions ax, t,ν and gx, t,ν,μ be bounded, i.e.
|ax, t,ν| < a1 ∀x, t,v ∈ H and |gx, t,ν,μ| < g1 ∀x, t,v,μ ∈ H × Sn, where a1 and g1 are
positive constants. Let functions px, t,v,Fx, t,v ∈ L2H and let T > R. Suppose that the function
u ∈ C1Ω × −T,T × CSn satisfies the conditions (2.1), (2.2), (2.4).Then the following Lipschitz
stability estimate holds:

||u||L2H≤ K ⋅ ||p||L2Γ+||F||L2H,     (2.5)

where K = Kg,Ω,a,T is the positive constant independent on functions u, p and F.

Corollary. [Uniqueness]Suppose that conditions of Theorem 1 are fulfilled. Then the Problem 1

has at most one solution.

Below conditions of Theorem 1 are assumed to be satisfied. The proof of Theorem 1 is based on
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the Carleman estimate formulated in Lemma 1.
Let

L0u = ut + ν,∇u = ut +
i=1

n∑ νiui,     (2.6)

whereui ≡ ∂u/∂x i. Introduce the functionψx, t = |x|2 − ηt2, η = const ∈ 0,1.     (2.7)

Let c = const ∈ 0,R. Denote

Gc = x, t : ψx, t > c and |x| < R.     (2.8)

Introduce the Carleman Weight Function (CWF) as

Cx, t = expλψx, t.     (2.9)

Lemma 1. Choose the number η such that η ∈ 0,1 and T > R/ η . Also, choose the constant
c ∈ 0,R such that Gc ⊂ Ω × −T,T. Then there exist positive constants λ0 = λ0Gc and
M = MGc, depending only on the domain Gc, such that the following pointwise Carleman
estimate holds in Gc × Sn for all functions ux, t,ν ∈ C1Gc × CSn and for all λ ≥ λ0Gc :L0u2C2≥ 2λ1 − ηu2C2+∇ ⋅ U + V t,     (2.10)

where the vector function U,V satisfies the estimate

|U,V| ≤ Mλu2C2.     (2.11)

3. Proofs of results

Proof of Lemma 1.

Denoteυ = u ⋅ C, whereC is the CWF. Hence,

u = υ ⋅ C−1 = υ ⋅ expληt2 − |x|2,
ut = υt + 2ληtυC−1, ui = υi − 2λx iυC−1.     (3.1)

Then

Lou = υt + n

i=1

∑ νiυi + 2λ ηt − n

j=1

∑ νjx j υ C−1.     (3.2)

Hence,
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Lou2C2 ≥ 4λ ηt − n

j=1

∑ νjx j ⋅ υ ⋅ υt + n

i=1

∑ νiυi =
2λ ηt − n

j=1

∑ νjx j υ2

t

− 2ληυ2 +
+ n

i=1

∑ 2λ ηt − n

j=1

∑ νjx j νiυ2

i

+ 2λ n

i=1

∑ νi
2 υ2.     (3.3)

Since
n

i=1

∑ νi
2 = 1 and υ2 = u2C2,     (3.4)

then Lou2C2 ≥ 2λ1 − ηu2C2 + ∇ ⋅ U + V t,     (3.5)

where

|U,V| ≤ Kλu2C2.     (3.6)□
Proof of Theorem 1:
Choose the numberη ∈ 0,1 such thatT > R/ η . Also, choose the constantc such that

c ∈ 0,R/12 andGc ⊂ Ω × −T,T, and choose sufficiently smallδ > 0 such that
Gc+3δ ∩ Ω × −T,T ≠ . Consider the setsGc+3δ ⊂ Gc+2δ ⊂ Gc+δ ⊂ Gc. (See fig.1 for a

schematic representation in the 1 - D case)
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Fig.1. SetsGc+3δ ⊂ Gc+2δ ⊂ Gc+δ ⊂ Gc.

Also, consider the functionχx, t ∈ C1Ω × −T,T, such thatχx, t = 1

0

between 0 and 1

in Gc+2δ,
in Ω × −T,T\Gc+δ,

otherwise.

    (3.7)

The equation (2.1) implies that

|ut + ν,∇u| ≤ K a1|u| +
Sn

∫ |u|dσμ + |F| .     (3.8)

Here and belowK denotes different positive constants depending onΩ, T, a1, g1, but independent
onλ andu.

Let wx, t,ν = ux, t,ν ⋅ χx, t. Then

wt +
i=1

n∑ νiwi = χ ut +
i=1

n∑ νiui + u χt +
i=1

n∑ νiχi .     (3.9)

Derivativesχt,χi, i = 1, ...,n are not equal to zero only inGc+δ\Gc+2δ and are bounded. So, using
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inequality (3.8), we obtain

|wt +
i=1

n∑ νiwi| ≤ K ⋅ χ |u| +
Sn

∫ |u|dσμ + |F| + 1 − χ ⋅ |u| .     (3.10)

Thus

|wt +
i=1

n∑ νiwi| ≤ K |w| +
Sn

∫ |w|dσμ + |F| + 1 − χ ⋅ |u| .     (3.11)

Multiplying (3.11) by the CWF and squaring both sides, we obtain

|wt +
i=1

n∑ νiwi|2C2 ≤ K |w|2 +
Sn

∫ w2dσμ + |F|2 C2 + 1 − χ ⋅ |u|2C2 .     (3.12)

The Carleman estimate (2.10) leads to

2λ1 − ηw2C2 + ∇ ⋅ U + V t ≤ K |w|2 +
Sn

∫ w2dσμ + |F|2 C2 + 1 − χ ⋅ |u|2C2 ,

    (3.13)

wherex, t,ν ∈ Hc, Hc = Gc × Sn. Integrating overHc and applying the Gauss’ formula, we obtain

2λ1 − η
Hc

∫ w2C2dh ≤     (3.14)

≤ K

Hc

∫ |w|2 +
Sn

∫ w2dσμ + |F|2 C2dh +
Hc

∫ 1 − χu2C2dh +
Mc

∫ |U,V|dS,

wheredh ≡ dxdνdt and Mc = ∂Gc × Sn. Noticing that

Hc

∫
Sn

∫ w2dσμ C2dh = A ⋅
Hc

∫ w2C2dh,     (3.15)

whereA is the area of the unit sphereSn, we remove the inner integral overSn in (3.14). So, (3.14)
becomes

2λ1 − η
Hc

∫ w2C2dh ≤     (3.16)
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≤ K

Hc

∫ w2C2dh +
Hc

∫ |F|2C2dh + 1 − χ ⋅
Hc

∫ u2C2dh +
Mc

∫ |U,V|dS.

Chooseλ0 such thatK/2λ01 − η < 1/2. Then for allλ > λ0 we haveλ
Hc

∫ w2C2dh ≤ K

Hc

∫ |F|2C2dh +
Hc

∫ 1 − χu2C2dh +
Mc

∫ |U,V|dS.     (3.17)

From the Carleman estimate (2.10) we have

Mc

∫ |U,V|dS ≤ Kλ
Mc

∫ w2C2dS,     (3.18)

and sincew = 0 on the part of the boundaryMc where |x|2 − ηt2 = c,

Mc

∫ |U,V|dS ≤ Kλ
Mc

∫ w2C2dS = Kλ
M′c∫ p2C2dS.     (3.19)

HereM′c = Mc ∩ x, t : |x| = R × Sn.
Estimate both sides of the inequality (3.17). Note that sincew = u in Hc+2δ andHc+3δ ⊂ Hc, thenλ

Hc

∫ w2C2dh ≥ λ
Hc+3δ∫ w2C2dh ≥ λe2λc+3δ

Hc+3δ∫ u2dh.     (3.20)

Also, since 1− χx, t = 0 in Gc+2δ, then

Hc

sup 1 − χC2 = e2λc+2δ.     (3.21)

Hence,

Hc

∫ 1 − χu2C2dh ≤ e2λc+2δ
Hc

∫ u2dh.     (3.22)

Therefore (3.17) leads toλe2λc+3δ
Hc+3δ∫ u2dh ≤ K

Hc

∫ |F|2C2dh + e2λc+2δ ⋅
Hc

∫ u2dh + λ
M′c

∫ p2C2dS .     (3.23)

Let m =
Gc

sup |x|2 − ηt2. Thenλe2λc+3δ||u||L2Hc+3δ2 ≤ K e2λm||F||L2Hc2 + e2λc+2δ||u||L2Hc2 + λe2λm||p||L2M′c2 .     (3.24)

Dividing this inequality byλexp2λc + 3δ, we obtain

||u||L2Hc+3δ2 ≤ K e2λmλ ||F||L2Hc2 + e−2λδλ ||u||L2Hc2 + e2λm||p||L2M′c2 .     (3.25)
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Choose anx0 such that |x0| = R/4. Consider domainGcx0 = x, t : |x − x0|2 − ηt2 > c,
which is obtained by a shift of the domainGc. (See fig.2).

Fig.2. Gc − Solid line, Gcx0 − Dashed line.

The Carleman estimate (2.10)-(2.11) is valid forGcx0. So, we can obtain an estimate similar to
(3.25)

||u||L2Hc+3δx02 ≤ K e2λmλ ||F||L2Hcx02 + e−2λδλ ||u||L2Hcx02 + e2λm||p||L2M′cx02 ,     (3.26)

whereHcx0 = Gcx0 × Sn andM′cx0 = ∂Gcx0 ∩ x, t : |x| = R.
One can see from fig.2 that our choice ofc andx0 provides us with a layer

Eδ1 = x, t : x ∈ Ω, |t| < δ1 ⊂ Gc ∩ Gcx0     (3.27)

for some sufficiently smallδ1. Estimates (3.25) and (3.26) lead to the following estimate in
Eδ1 × Sn :

||u||L2Eδ1×Sn2 ≤ K e2λmλ ||F||L2H2 + e−2λδλ ||u||L2H2 + e2λm||p||L2Γ2 .     (3.28)

Since there existst1 ∈ −δ1,δ1 such that
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Sn

∫Ω∫ u2x, t1,νdνdx ≤ 1
2δ1

||u||L2Eδ1×Sn2 ,     (3.29)

then by (3.28) we obtain

Sn

∫Ω∫ u2x, t1,νdνdx ≤ N,     (3.30)

where

N = K e2λmλ ||F||L2H2 + e−2λδλ ||u||L2H2 + e2λm||p||L2Γ2 .     (3.31)

Denote

Yx, t,ν = ut +
i=1

n∑ νiui,     (3.32)

ux, t1,ν = u0x,ν,     (3.33)

u|S+t1 = px, t,ν,     (3.34)

whereS+t1 = ∂Ω × t1,T × Sn. Let H+t1 = Ω × t1,T × Sn.
Estimate theL2H+t1 norm ofu. Multiplying (3.32) by 2u and integrating overΩ × Sn × t1, t, wheret ∈ t1,T, we obtain

t1

t∫
Sn

∫Ω∫ ∂∂τ u2dxdνdτ +
t1

t∫
Sn

∫Ω∫ n

i=1

∑ νiu2idxdνdτ =
t1

t∫
Sn

∫Ω∫ 2uYdxdνdτ.     (3.35)

Consider the vector functionB = ν1u2,ν2u2, ...,νnu2. Then

i=1

n∑ νiu2i = divB,     (3.36)

so (3.35) becomes

Sn

∫Ω∫ u2x, t,νdxdν −
Sn

∫Ω∫ u2x, t1,νdxdν +
t1

t∫
Sn

∫∂Ω∫ B, ndSdνdτ ≤     (3.37)

≤ K

t1

t∫
Sn

∫Ω∫ u2dxdνdτ +
t1

t∫
Sn

∫Ω∫ Y2dxdνdτ .

HereB, n denotes the scalar product of vectorB with vectorn , wheren is the outward normal
vector on∂Ω.

Noticing thatB = ν ⋅ u2, where |ν | = 1, we obtain
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Sn

∫Ω∫ u2x, t,νdxdν ≤
Sn

∫Ω∫ u2 x, t1,νdxdν +
t1

t∫
Sn

∫∂Ω∫ u2dSdνdτ +     (3.38)

+ K

t1

t∫
Sn

∫Ω∫ u2dxdνdτ +
t1

t∫
Sn

∫Ω∫ Y2dxdνdτ ,

Estimate |Y| using (3.8) and (3.32)

|Y| ≤ K a1|u| +
Sn

∫ |u|dσμ + |F| .     (3.39)

Estimates (3.38) and (3.39) lead to

Sn

∫Ω∫ u2x, t,νdxdν ≤
Sn

∫Ω∫ u2 x, t1,νdxdν +
t1

t∫
Sn

∫∂Ω∫ p2dSdνdτ +     (3.40)

+ K

t1

t∫
Sn

∫Ω∫ u2dxdνdτ +
t1

t∫
Sn

∫Ω∫ F2dxdνdτ .

Using the Gronwall’s inequality, we obtain

Sn

∫Ω∫ u2x, t,νdxdν ≤ K

Sn

∫Ω∫ u2 x, t1,νdxdν +
t1

t∫
Sn

∫∂Ω∫ p2dSdνdτ +
t1

t∫
Sn

∫Ω∫ F2dxdνdτ ,

    (3.41)

and by using (3.30) and (3.31) to estimate norm ofux, t1,ν, we get

Sn

∫Ω∫ u2x, t,νdxdν ≤ K N +
t1

t∫
Sn

∫∂Ω∫ p2dSdνdτ +
t1

t∫
Sn

∫Ω∫ F2dxdνdτ =
= K e2λmλ ||F||L2H2 + e−2λδλ ||u||L2H2 + e2λm||p||L2Γ2 +

t1

t∫
Sn

∫∂Ω∫ p2dSdνdτ +
t1

t∫
Sn

∫Ω∫ F2dxdνdτ ≤
    (3.42)≤ K e2λmλ ||F||L2H2 + e−2λδλ ||u||L2H2 + e2λm||p||L2Γ2 .

So,
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||u||L2H+t12 ≤ K e2λmλ ||F||L2H2 + e−2λδλ ||u||L2H2 + e2λm||p||L2Γ2 .     (3.43)

One can obtain similar estimate for ||u||L2H−t12 , whereH−t1 = Ω × −T, t1 × Sn.
Summing up that estimate with (3.43), we obtain

||u||L2H2 ≤ K e2λmλ ||F||L2H2 + e−2λδλ ||u||L2H2 + e2λm||p||L2Γ2 .     (3.44)

Choosingλ ≥ λ1 such that

K e−2λδλ < 1
2

,     (3.45)

we obtain

||u||L2H2 ≤ K e2λmλ ||F||L2H2 + e2λm||p||L2Γ2 ,     (3.46)

which implies the desired estimate (2.5).□
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