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Abstract

We study solutions close to solitary waves of the pseudo-relativistic Hartree
equation describing boson stars under the influence of an external gravitational
field. In particular, we analyze the long-time effective dynamics of such solutions.
In essence, we establish a (long-time) stability result for solutions describing boson
stars that move under the influence of an external gravitational field.

1 Introduction

In this paper, we study boson stars described as solutions of the pseudo-relativistic
Hartree equation which, initially, are close to a solitary wave. The pseudo-relativistic
Hartree equation is the nonlinear evolution equation

i∂tψ = (
√
−∆ +m2 −m)ψ + V ψ − (

1

|x| ∗ |ψ|
2)ψ, (1.1)

where ψ = ψ(x, t) is a complex wave field on space-time, x ∈ R3 is a point in space,
and t ∈ R is time. Here the symbol ∗ denotes spatial convolution. The kinetic energy
operator

√
−∆ +m2−m is appropriate to describe relativistic quantum particles of mass

m > 0. This operator is defined by its symbol
√
k2 +m2 −m in momentum space. The

convolution kernel, |x|−1, represents the Newtonian potential of gravitational 2-body
interactions. We use units such that the speed of light and Planck’s constant are equal
to unity. By rescaling ψ we may set Newton’s gravitational constant times m2 equal to
unity.

Equation (1.1) describes a system of gravitating bosonic particles in a regime where
effects of special relativity are important, because the particles have velocities close to
the speed of light, but retardation effects and space-time curvature can be neglected.
As recently shown in [7], equation (1.1) emerges as the correct evolution equation for
the mean-field dynamics of many-body quantum systems modelling pseudo-relativistic
boson stars. The external potential, V = V (x), accounts for gravitational fields from

∗Addresses are given at the end.
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other stars. V is a smooth, bounded, slowly varying real function; (precise assumptions
on V are stated in Section 3).

Equation (1.1) admits some important conserved quantities. Namely, the mass of the
system (proportional to the number of particles), and its energy. These quantities are
given by1

N (ψ) :=
1

2

∫

R3

|ψ|2 dx, (1.2)

and

HV (ψ) :=
1

2

∫

R3

(|(−∆+m2)1/4ψ|2−m|ψ|2 +V |ψ|2) dx− 1

4

∫

R3

( 1

|x| ∗ |ψ|
2
)

|ψ|2 dx, (1.3)

respectively. The momentum, P, also plays an important role. It is defined by

P(ψ) :=
−i

2

∫

R3

ψ̄∇ψ dx (1.4)

and is conserved when the external potential V is constant.
In [20] it was shown for equation (1.1) that initial data ψ0 ∈ H

1

2 with N (ψ) <
Nc, where Nc > 2/π is a universal constant, lead to global-in-time solutions ψ ∈
C0

(

[0,∞); H
1

2 (R3)
)

∩C1
(

[0,∞); H−
1

2

)

. Furthermore, if V ≡ 0 holds then we have solitary
wave solutions of (1.1) given by

ψ(x, t) = eitµϕv,µ(x− vt). (1.5)

Here the parameter v ∈ R3 corresponds to the travelling velocity, and the function
ϕv,µ ∈ H

1

2 is a minimizer of the functional

Ev,0 := HV≡0(ψ) − v · P(ψ), (1.6)

subject to the constraint N (ψ) = N , with N < Nc(v), where Nc(v) < Nc is a finite
constant. The minimizers ϕv,µ are referred to as boosted ground states. They solve the
Euler-Lagrange equation

(
√
−∆ +m2 −m)ϕ + µϕ+ iv · ∇ϕ− (

1

|x| ∗ |ϕ|
2)ϕ = 0, (1.7)

where the frequency µ is a Lagrange multiplier for the constraint N (ψ) = N . As shown
in our companion paper [9], such boosted ground state exists for all |v| < 1, i.e., the
travelling velocity is below the speed of light, and the constant Nc(v) satisfies the bounds
(1− |v|)Nc ≤ Nc(v) ≤ Nc(0) ≡ Nc. In addition, we remark that the ground states, ϕv,µ,
decay exponentially, with rate δ = δ(µ, v). Further properties of ϕv,µ are established in
Section 4; see Proposition 4.3.

The main goal of the present paper is to provide a detailed description of solutions
of (1.1), initially close to a manifold of boosted ground states, over a long interval of

1Note that in [9] we used N (ψ) =
∫

|ψ|2 dx.
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time. In this study, two length scales will play a crucial role. The first one is determined
by the external potential and is given by

ℓexp := ‖∇V ‖−1
∞ . (1.8)

The second length scale is inferred from the requirement that the initial condition, ψ0,
of (1.1) be close to a ground state, ϕv,µ. We will project, see Section 6, such an initial
condition to a point on a manifold of boosted ground states. All ground states are
exponentially localized with rate δ = δ(µ, v). The projection singles out one ground
state, with an associated length scale given by its exponential decay rate. Thus, the
second length scale is defined by

ℓsol := δ−1. (1.9)

In the regime where

ε :=
ℓsol
ℓexp

≪ 1, (1.10)

we expect that solutions of (1.1) with initial condition close to a ground state ϕv,µ behave
like relativistic point particles.

We now sketch our Main Result. Let (y(0), v(0), ϑ(0), µ(0)) be a point in R
3 × R

3 ×
[0, 2π) × R+, with |v|(0) ≤ r < 1 for some small r > 0 and µ(0) ∈ I ⊂ R+, where I is
some open interval. We consider an initial condition, ψ0 ∈ Γ̃, such that

‖ψ0 − eiϑ(0)

ϕv(0) ,µ(0)(· − y(0))‖Γ̃ ≤ ε, (1.11)

where Γ̃ ⊂ H
1

2 is a weighted Sobolev space with norm ‖ · ‖Γ̃. We then show that the
solution of (1.1) with initial condition ψ0 remains close to a ground state, for times of
order ε−1. More explicitly, we prove that

ψ(x, t) = eiϑ(t)
(

ϕv(t),µ(t)(x− y(t)) + ξ(x− y(t), t)
)

, (1.12)

with ‖ξ‖Γ̃ ≤ Cε, for times 0 ≤ t ≤ Cε−1. Here the time-dependent functions (y, v, ϑ, µ)
satisfy the Equations of Motion,

ẏ = v + O(ε2), γ(v, µ)v̇ = −∇V (y) + O(ε2), (1.13)

where the factor γ(v, µ) is a relativistic correction, and

d

dt
N (ϕv,µ) = O(ε2), ϑ̇ = V (y) − µ+ O(ε2). (1.14)

These results yield a fairly detailed description of the solution, ψ(x, t), up to times of
order ε−1. For a precise statement of our main result, see Theorem 3.1 and its hypotheses
in Section 3 below.

We remark that similar results for the Nonlinear Schrödinger Equation (NLS) can be
found in [13, 8, 16], and, for the Korteweg-de Vries equation, in [4, 3].

Next, we review some previous results for systems of gravitating relativistic bosons.
One of the first studies of self-gravitating scalar bosons can be found in [27]. Important
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properties of a Hamiltonian describing a relativistic particle in an external potential pro-
portional to |x|−1 are proven in [14]; see also [34]. Bosonic matter is analyzed in [26];
and bosonic black holes are discussed in [33]. In these papers, it is argued that the Chan-
drasekhar limit for boson stars (with m ≈ 1 − 50 GeV) is approximately the mass of a
mountain. Moreover, the intuitive scaling ideas used in [26, 33] are turned into rigorous
statements in [22]. There, it is conjectured that the ground-state energy of n bosonic par-
ticles with relativistic kinetic energy is given by the minimum of the pseudo-relativistic
Hartree energy functional, HV≡0, in the ‘mean-field limit’. This has subsequently been
shown in [23], where it is also proven that there exist minimizers, ϕµ, for HV≡0(ψ) sub-
ject to the constraint N (ψ) = N < Nc, and that these minimizers can be chosen to
be spherically symmetric. The constant Nc satisfies the bounds 2/π < Nc < 1.4, and
is interpreted as the critical mass for stability of a boson star; (bosonic Chandrasekhar
limit mass).

A recent review paper on the mean-field limit of quantum Bose gases is paper [11],
which contains rigorous results and a survey of open problems for Bose gases. It is
shown in [20] that the initial value-problem for equation (1.1), is locally well-posed,
satisfies a blow-up alternative and has global solutions for initial conditions ψ0 ∈ H

1

2 (R3)
with N (ψ0) < Nc. The mean-field limit for systems of gravitating relativistic bosons is
discussed in [7]. The existence of blow-up solutions of (1.1) with spherically symmetric
initial conditions is shown in [12], using a virial-type argument. This blow-up result
is indicative of “gravitational collapse” of Boson stars with mass beyond the (boson)
Chandrasekhar limit. In a companion paper, [9], we show existence of boosted ground
states ϕv,µ, see (1.5), i.e., of minimizers of the functional Ev,0(ψ), subject to the constraint
N (ψ) = N < Nc(v). Here Ev,0 is the functional defined in (1.6), above. We also
prove exponential decay of these ground states and orbital stability of solutions of (1.1)
with vanishing external potential. In paper [10], we present numerical evidence for the
unproven (kernel) assumption used in this paper.

Equations (1.13), (1.14) can be seen as modulation equations. For previous work on
modulation equations, see [18, 24, 19, 35, 30, 1, 13, 31, 2, 8, 32, 25, 4, 16].

The organization of our paper is as follows. In Section 2, we rephrase equation (1.1)
as a Hamiltonian evolution equation and discuss its Hamiltonian structure. We also
state a fundamental assumption. In Section 3, we state our main theorem and sketch its
proof. Sections 4–10 contain numerous auxiliary results used in the proof of our main
theorem. The main theorem is proven in Sect. 11. The appendices contain proofs of
spectral properties and positivity of a certain linear operator, as well as the proof of
Corollary 6.6.

Notation. The space of measurable functions, f , with |f |p integrable, is denoted by
Lp, and its norm by ‖ · ‖p. For p = 2, this space is the Hilbert space of square-integrable
functions. The space of n times continuously differentiable functions is denoted by Cn.
The usual inhomogeneous Sobolev space is denoted by Hs, its norm by ‖ · ‖Hs. In
particular,

‖u‖
H

1

2
:= ‖(1 − ∆)1/4u‖2, (1.15)
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for u ∈ H
1

2 . We define the weighted norm ‖ · ‖Γ̃ by

‖u‖2
Γ̃

:= ‖u‖2

H
1

2

+ ε‖|x|1/2u‖2
2, (1.16)

for ε > 0 given as in (1.10). We also use the notation dt := d
dt

.

2 The Hamiltonian Nature of Equation (1.1)

Equation (1.1) is a Hamiltonian evolution equation on an infinite-dimensional phase
space, Γ. In this paper we make extensive use of this fact and of the symplectic structure
of the phase space. We therefore begin with a brief review of some basic notions in
Hamiltonian dynamics.

The phase space, Γ, where (1.1) is well defined, for bounded V , is the complex Sobolev
space H

1

2 (R3,C). A point in the phase space is identified with a complex-valued function
ψ ∈ H

1

2 (R3,C). The decomposition of ψ into real and imaginary parts,

ψ = ψ(1) + iψ(2) (2.1)

where ψ(1) and ψ(2) are real-valued functions in H
1

2 (R3,R), corresponds to the identifi-
cation

Γ ∼= H
1

2 (R3,R2). (2.2)

Note that ψ(1) and ψ(2) are canonically conjugate variables. In this paper, we use
H

1

2 (R3,R2) as the phase space, and, to distinguish the wave fields in this representa-
tion from ψ ∈ H

1

2 (R3,C), we use the boldface notation

(ψ(1), ψ(2)) = ψ ∈ H
1

2 (R3,R2). (2.3)

The tangent space, TψΓ, to Γ at a point ψ ∈ Γ is given by

{z(x) : z(·) ∈ H
1

2 (R3,R2),ψ + z ∈ Γ}. (2.4)

Hence
TψΓ = H

1

2 (R3,R2). (2.5)

A section of the tangent bundle TΓ is a vector field, i.e., an assignment of a vector
zψ ∈ TψΓ to each point ψ ∈ Γ that depends continuously on ψ.

The phase space carries a natural metric,
(

·, ·
)

L2(R3,R2),ψ
: For u = (u

(1)
ψ , u

(2)
ψ ), w =

(w
(1)
ψ , w

(2)
ψ ) in TψΓ, ψ ∈ Γ, we set

(

u,w
)

2
≡

(

u,w
)

L2(R3,R2),ψ
:=

∫

R3

(u
(1)
ψ w

(1)
ψ + u

(2)
ψ w

(2)
ψ ) dx. (2.6)

Furthermore, Γ carries a complex structure denoted by J : For z ∈ TψΓ, we set

Jz = (z(2),−z(1)). (2.7)
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Of course, Γ is symplectic with symplectic 2-form given by

ω(u,w) :=

∫

R3

(u(2)w(1) − u(1)w(2)) dx, (2.8)

for u, w in TψΓ. We observe that

ω(u,w) = −
(

u, Jw
)

2
. (2.9)

In what follows we also consider a sub-space, Γ̃ ⊂ Γ, given by

Γ̃ := {ψ ∈ Γ : |x|1/2ψ ∈ L2} (2.10)

and equipped with the norm

‖u‖2
Γ̃

:= ‖u‖2

H
1

2

+ ε‖|x|1/2u‖2
2, (2.11)

where ε is defined in (1.10). By the proof of Lemma 3 in [12], we find that if ψ0 ∈ Γ̃,
then ψ(·, t) ∈ Γ̃. See also Proposition 7.5.

The Hartree energy functional HV , the mass N , and the momentum functional P
(see (1.2)–(1.4)) have the form

HV (ψ) :=
1

2

(

ψ,
(
√
−∆ +m2 −m

)

ψ
)

2
+

1

2

(

ψ, Vψ
)

2
− 1

4

( 1

|x| ∗ |ψ|
2, |ψ|2

)

2
, (2.12)

N (ψ) :=
1

2
‖ψ‖2

2, (2.13)

P(ψ) :=
1

2

(

ψ, J∇ψ
)

2
. (2.14)

These functionals are well defined on Γ = H
1

2 (R3; R2).
We claim that (1.1) is the Hamiltonian equation of motion corresponding to the

Hamiltonian HV (ψ), given in (2.12). This is verified by noticing that the equation

∂tψ = JH′
V (ψ) (2.15)

is equivalent to (1.1).
If V ≡ 0, then the Hamiltonian is invariant under spatial translations x 7→ x+a. The

corresponding conserved quantity is the momentum P(ψ) defined above. For bounded
V , P satisfies an Ehrenfest identity

dtP(ψ) = −1

2

(

ψ∇V,ψ
)

2
. (2.16)

This identity was shown in [8, App. A] for the nonlinear Schrödinger equation, but the
proof carries over to (1.1).

We define a functional Ev,µ as

Ev,µ(ψ) := HV=0(ψ) + µN (ψ)− v · P(ψ), (2.17)
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which is given, more explicitly, by

Ev,µ(ψ) =
1

2

(

ψ,
(
√
−∆ +m2 −m

)

ψ
)

2
+
µ

2
‖ψ‖2

2 −
1

2
v ·

(

ψ, J∇ψ
)

2
− 1

4

(

|ψ|2, 1

|x| ∗ |ψ|
2
)

2
.

(2.18)
This functional plays a key role in this paper, and we briefly discuss its properties. The
ground states ϕv,µ = (Reϕv,µ, Imϕv,µ), i.e., solutions to eq. (1.7) are solutions to

E ′
v,µ(ϕv,µ) = 0. (2.19)

Its Hessian, Lv,µ := E ′′
v,µ(ϕv,µ), is given by the linear symmetric operator:

Lv,µ :=

(

L11 L12

L21 L22

)

(2.20)

where, for ξ ∈ H
1

2 (R3,R),

L11,v,µξ := (
√
−∆ +m2 −m+ µ− 1

|x| ∗ |ϕv,µ|
2)ξ −

( 2

|x| ∗ (ξϕ(1)
v,µ)

)

ϕ(1)
v,µ, (2.21)

L12,v,µξ := −v · ∇ξ − (
2

|x| ∗ (ξϕ(2)
v,µ))ϕ

(1)
v,µ, (2.22)

L21,v,µξ := v · ∇ξ − (
2

|x| ∗ (ξϕ(1)
v,µ))ϕ

(2)
v,µ, (2.23)

L22,v,µξ := (
√
−∆ +m2 −m+ µ− 1

|x| ∗ |ϕv,µ|
2)ξ −

( 2

|x| ∗ (ξϕ(2)
v,µ)

)

ϕ(2)
v,µ. (2.24)

We find ∇ϕv,µ and Jϕv,µ to be elements of the kernel of Lv,µ, Ker(Lv,µ), because Ev,µ
is invariant under gauge transformations and translations. For v = 0, Lv,µ reduces to
Lµ := diag(L11,µ, L22,µ). A key assumption underlying our analysis is

Assumption 2.1. Let Lµ = diag(L11,µ, L22,µ) be defined as above. We assume that the
dimension of the null space of L11,µ is three, i.e.,

dim Ker(L11,µ) = 3, for µ > 0. (2.25)

In [10] this assumption is verified numerically for some µ > 0, following [5].

3 The main theorem

In this section we state our assumptions and the main theorem. We then present an
outline of the proof, which is implemented in the remaining sections of this paper.

Given a number ε > 0, we require that the external potential V ∈ C3 satisfies

sup
x

|∂αxV | ≤ Cε|α|, for |α| ≤ 3, (3.1)

where α is a multi-index and C is a constant.
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The ground state ϕv,µ is not known to be unique modulo phase transformations and
translations. We therefore single out a particular class of solutions to (2.19), also denoted
by ϕv,µ, near a spherically symmetric minimizer ϕµ := ϕv=0,µ by the use of an implicit
function theorem and Assumption 2.1. As we will see, there is a maximal number r0
and a maximal open interval I0, with 0 < r0 < 1, such that for |v| < r0 and µ ∈ I0, ϕv,µ
solves (2.19). The construction, as well as several properties of these functions are given
in Proposition 4.3. For any r < r0 and an open non-empty interval I ⊂ I0, let Z(r, I) be
defined by

Z(r, I) := R
3 × Br(0) × [0, 2π) × I, (3.2)

where Br(0) = {v ∈ R3 : |v| < r}. Consider the manifold

M(Z) := {e−ϑJϕv,µ(· − y) : (y, v, ϑ, µ) ∈ Z}, (3.3)

The soliton manifold is defined by M0 := M(Z0) with Z0 := Z(r0, I0), where r0 is the
maximal speed and I0 the maximal frequency interval such that ϕv,µ is well defined in
the sense of Proposition 4.3. Thus, Z0 is the parameter space for M0. Furthermore, we
introduce a symbol, ζ , for a point in Z0 by

ζ := (y, v, ϑ, µ), (3.4)

and note that each point in M0 can be described by ϕζ , where

ϕζ(x) := e−ϑJϕv,µ(x− y). (3.5)

The tangent space to M0 at ϕζ is given by

TϕζM0 := span(∇yϕζ ,∇vϕζ , Jϕζ , ∂µϕζ). (3.6)

We can now state our main theorem.

Theorem 3.1. Suppose that Assumption 2.1 is satisfied. Let r0, I0, and ϕv,µ be as above.
Let the external potential V satisfy (3.1). Then there is an open non-empty interval Ĩ,
with2 Ĩ ⋐ I0 as well as numbers 0 < r̃ < r0 and ε > 0, with ε sufficiently small, such
that the following holds. If the initial condition ψ0 ∈ Γ̃ for (2.15) satisfies

‖ψ0 − ϕζ(0)‖Γ̃ ≤ ε, (3.7)

for some ζ (0) ∈ Z̃, with Z̃ := Z(r̃, Ĩ), and ‖ · ‖Γ̃ as defined in (2.11), then the solution ψ
of (2.15) is of the form

ψ(x, t) = e−ϑJ(ϕv,µ(x− y) + ξ(x− y, t)), (3.8)

where y, v, ϑ, µ are time-dependent functions and

‖ξ‖Γ̃ ≤ Cε. (3.9)

2Here A ⋐ B is defined by Ā ⊂ B, Ā compact.
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Moreover, we have that

|dtN (ϕv,µ)| ≤ Cε2, |dtP(ϕv,µ) + N (ϕv,µ)∇V (y)| ≤ Cε2, (3.10)

|ẏ − v| ≤ Cε2, |ϑ̇+ µ− V (y)| ≤ Cε2, (3.11)

for times 0 ≤ t ≤ C/ε, where C > 0 is some constant.

The requirement that the initial condition be ‘close’ in norm to M(Z̃) can, as in e.g.,
[8, 16, 4, 3], be used to introduce an additional small parameter, ε0, to separate the
two scales mentioned in the introduction. But to simplify the exposition in the present
paper, we assume this distance also to be bounded by ε.

Next, we outline the essential parts of the proof of Theorem 3.1. Above, we have
introduced r0, I0 and r̃, Ĩ. In the process of the proof, we will find a nested sequence of
manifolds: There are numbers rj and open non-empty intervals Ij , for j = 0, . . . , 3, with
r3 := r̃ and I3 := Ĩ. Here 0 < rj+1 < rj and Īj+1 ⊂ Ij for j = 0, 1, 2. The corresponding
parameter domains are Zj := Z(rj, Ij) corresponding to soliton submanifolds Mj :=
M(Zj). One of the constraints on ε is that it has to be smaller than the distance between
the boundaries of the nested sequence of the manifolds. These distances are indicated
in Figure 3.1; see also Remark 6.2.

I1 I3

µl(|v|)

∝ δP

∝ δP

∝ δM

r3 r1

1

1 |v|

µ

ϕζ

H
1

2

M1

M3

Z1

Z3

Figure 3.1: The left figure displays a schematic view of the parameter spaces Z1 and
Z3. The function µl(|v|) is defined in Proposition 4.3 and represents the lower bound on
µ. The dotted line indicates Z2; δM and δP are the distance between the manifolds and
upper bounds on ε, see Remark 6.2.

Once we derive the properties of the ground state (Sect. 4), we need to derive the
finite-dimensional dynamics expressed by (3.10)–(3.11). To do this, we show that the
symplectic form is non-degenerate on M0 by using the symmetry properties of ϕv,µ, and
its derivatives; see Section 5. This non-degeneracy of the symplectic form on M0 is the
key fact to show the existence of a skew (or symplectically) orthogonal decomposition
of ψ in a tubular neighborhood Uδ(Z2) around M2. That is, there is a unique map
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ς : Uδ(Z2) → Z1 such that

ψ(x) = ϕς(ψ)(x) + e−ϑ(ψ)Jξ(x− y(ψ), t) (3.12)

and
ω(ψ −ϕς(ψ), z) = 0, ∀z ∈ Tϕς(ψ)

M1. (3.13)

This result is proven in Section 6.
The existence of the decomposition (3.12)–(3.13) enables us to ‘change variables’ from

ψ to (ζ, ξ), where ζ(t) := ς(ψ(·, t)). The proof of the uniqueness of the decomposition
also gives estimates for the distance between the initial parameter point ζ (0), (see (3.7))
and the starting point is given by the decomposition ς(ψ0) as well as the distance between
ϕζ(0) and ϕς(ψ0). Figure 3.2 shows what we have in mind. (See also Figure 6.1).

Z1

ζ(t)

ϕς(ψ0)

R8

ϕζ
ϕζ(t)

ς(ψ0)

H
1

2

M1

ψ(·, t)

ψ0

Figure 3.2: The dynamics of ψ, ϕζ and ζ(t) := ς(ψ(·, t)). The diagonal lines connecting
the trajectories of ϕζ and ψ indicate the skew-orthogonal projection.

In Section 7, we insert the symplectically orthogonal decomposition into the equation
of motion (2.15). We then use the symplectic form to project out the finite-dimensional
equations for ζ , which schematically take the form

ζ̇ = X(ζ) + Y (ζ, ξ). (3.14)

We then show that

|Y (ζ, ξ)| ≤ C(ε2 + ‖ξ‖
H

1

2
|α| + ‖ξ‖2

H
1

2

+ ‖ξ‖3

H
1

2

), (3.15)

and α = (ẏ − v, v̇, µ− ϑ̇− V (y), µ̇) is bounded by

|α| ≤ C(ε+ |Y |). (3.16)
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Finally, v̇ and µ̇ are shown to be of size Cε, whereas the full dynamics |ζ̇ − X(ζ)| is
bounded by Cε2. Thus, by (3.14), we have found the finite-dimensional dynamics, i.e.,
the equation of motion for ζ .

The equation for the perturbation ξ takes the form

∂tξ = Lv,µξ + Mϕv,µ(ξ) + ... (3.17)

The procedure in Sections 5–7 of the paper is collected in Figure 3.3.

Symplectic structure, ω(·, ·)

?

∂µN (ϕµ) > 0

ω(·, ·) non-degenerate on M1
-

Implicit Function
Theorem

∃! decomposition in Uδ(Z2)
ψ = ϕζ + ξϑ,y,
ω(ξ, z) = 0, ∀z ∈ TϕζM1

6
ψ → (ζ, ξ)

ζ̇ = X(ζ) + Y (ζ, ξ),
ξ̇ = JLv,µξ + g(ξ, ζ)

Figure 3.3: The way to the dynamics of (ζ, ξ). A schematic representation of Sections 5–
7. ξϑ,y(x, t) := e−ϑJξ(x+y, t), g(ξ, ζ) is the coupling term. For an explicit form see (7.6).

The next step in the proof of our main theorem is to control the ξ-term. This is done
in three steps as follows. We first show, in Section 8, that the dynamics of Q :=

(

ξ, |x|ξ
)

2
is well behaved and satisfies the inequality

Q(t) ≤ Q(0) + C‖ξ‖
H

1

2
, (3.18)

for times t ≤ T1 and such that the symplectic decomposition is valid.
To control the H

1

2 -norm of ξ, we introduce a Lyapunov functional, S(t), which is a
linear combination of HV , N and P at ψ, minus the same quantities at ϕζ , that is

S(t) := (µ− V (y))
(

N (ψ)−N (ϕζ)
)

+ v · (P(ψ) −P(ϕζ)) + HV (ψ)−HV (ϕζ). (3.19)

In Section 9, we bound this functional from below in terms of ‖ξ‖
H

1

2
, plus small pertur-

bation terms. To do this, we use the spectral properties of Lv,µ.
In Section 10, we bound this functional from above in terms of small quantities, (i.e.,

powers of ‖ξ‖
H

1

2
, |Y |), for times t ≤ T2 and such that the decomposition is valid. To do

this, we use the that S(t) is “almost conserved”.
In the last Section 11, we combine our estimates on ‖ξ‖

H
1

2
, Q and |Y |. The arguments

in Section 11 prove the main theorem.
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4 Properties of ground states

In this section, we derive properties of the elements of M0.
Let Rv,θ be a rotation of angle θ in x around the v-direction. Let Sv be reflection in

x along the v-direction.

Definition 4.1. Let v ∈ R
3 with v 6= 0. A function w = (w(1), w(2)) : R

3 → R
2 is called

v-symmetric if

Rv,θw = w, for all θ ∈ [0, 2π), and Svw = (w(1),−w(2)). (4.1)

Analogously for any direction, say ê3, we call a function ê3-symmetric if it satisfies
Definition 4.1 with v replaced with ê3.

Definition 4.2. Let f : R → R. If f is an even function then we write f ∼ (e) and if
it is odd f ∼ (o).

For functions w : R
3 → R

2 we use ∼ likewise. For example, w ∼ (eee, eeo) means
that the first component of w is even in its three coordinate directions and the second
component is even in its first two coordinate directions and odd in the last. We write
w ∼ u to indicate that w and u have the same reflection symmetries.

We have the result:

Proposition 4.3. Suppose Assumption 2.1 is satisfied and let m > 0. Define µl(|v|) :=
(1 −

√

1 − |v|2)m. Then there is a number r0 ∈ (0, 1) and an open non-empty interval
I0 := (µl0, µh0), with µl0 > µl(|v|) such that for all µ ∈ I0 and |v| ≤ r0 < 1 we have:

(i). there is a function (v, µ) 7→ ϕv,µ ∈ C∞(Br0 × I0,H
1) that solves (2.19) and ϕv,µ ∈

Hs for all s ≥ 1. Moreover, we have ϕµ := ϕ0,µ, with ϕµ = (ϕµ, 0) and ϕµ is
spherically symmetric and positive;

(ii). ϕv,µ and ∂µϕv,µ are v-symmetric, and ∂vjϕv,µ ∼ J∂xjϕv,µ;

(iii). ϕv,µ, ∂xjϕv,µ, ∂µϕv,µ, and ∂vkϕv,µ are pointwise exponentially localized;

(iv). ‘Stability condition’, ∂µ‖ϕv,µ‖2
2 > c, where c is independent of v ∈ {v : |v| ≤ r0},

µ ∈ I0. Furthermore ϕµ is a minimizer of E0,0 subject to N constant;

(v). Lv,µ := E ′′
v,µ(ϕv,µ) has one negative eigenvalue. Moreover, dim Ker(Lv,µ) = 4; there

is a spectral gap between zero and its next spectral point; and the essential spectrum
starts at µ− µl(|v|) > 0.

The ground state ϕµ constructed in Proposition 4.3((i)) is used to define the soliton
manifold M0 := M(Z0), where Z0 = Z(r0, I0) in (3.3). It is convenient to use ζ :=
(y, v, ϑ, µ) as a point in Z0, and subsequently (as in (3.5))

ϕζ(x) := e−ϑJϕv,µ(x− y). (4.2)
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These ground states ϕζ satisfy the Euler-Lagrange equation

E ′
v,µ(ϕζ) = 0, (4.3)

and taking derivatives of (4.3) with respect to y and ϑ evaluated at (y, ϑ) = (0, 0) yield

Lv,µ∂xjϕv,µ = 0, Lv,µJϕv,µ = 0. (4.4)

Thus ∂xjϕv,µ and Jϕv,µ are zero modes to Lv,µ. The derivatives of Eq. (4.3) with respect
to vj and µ, respectively, at y = 0, ϑ = 0 lead to

Lv,µ∂vjϕv,µ = J∂xjϕv,µ, Lv,µ∂µϕv,µ = −ϕv,µ. (4.5)

Therefore ∂vjϕv,µ and ∂µϕv,µ are zero modes to (JLv,µ)
2. The tangent vectors of M0

are hence in the generalized null space of JLv,µ (compare with e.g., [35]). Below, we
prove part (i)–(v) of Proposition 4.3 and the completion of the proof can be found in
Subsection 4.4.

4.1 Proof of Proposition 4.3(i),(ii)

The functions ϕv,µ will be constructed as a class of solutions to the Euler-Lagrange
equation (2.19), starting from an unboosted, with v = 0, minimizer ϕ0 := (ϕ0, 0) at
frequency µ0. Here, ϕ0 is a spherically symmetric positive minimizer to E0,0 at constant
N from [23] and [9].

A non-zero velocity v breaks the rotation symmetry of the map E ′
v,µ. Without loss of

generality we pick a preferred direction, ê3, the unit vector parallel to the x3-axis, and
choose coordinates so that v = ṽê3. Let R3,θ be the spatial rotation around ê3 of angle
θ, S3 the spatial reflection along ê3 and let K be the matrix

K =

(

1 0
0 −1

)

. (4.6)

The ê3-symmetric Sobolev space, Hs
ê3

, of order s is defined as

Hs
ê3

:= {ψ ∈ Hs(R3,R2) : R3,θψ = ψ, ∀θ ∈ [0, 2π), KS3ψ = ψ}, (4.7)

where R3,θψ(x) = ψ(R3,θx).

Remark 4.4. That Hs
ê3

is a closed subspace of Hs(R3,R2) follows by noting that R3,θ

and KS3 are bounded operators on Hs(R3,R2) and that Hs
ê3

= ∩θ∈[0,2π) Ker(()1−R3,θ) ∩
Ker(()1 −KS3).

We recast Proposition 4.3((i)) and the first part of ((ii)) into:

Proposition 4.5. Suppose that Assumption 2.1 is satisfied. Let ϕ0, µ0 and Hs
ê3

, be as
above, let v := ṽê3, with ṽ ∈ R. Then there is an open neighborhood, W ⊂ R×R+, with
(0, µ0) ∈W , and a unique function (ṽ, µ) 7→ ϕṽê3,µ ∈ C∞(W,H1

ê3
) such that ϕ0ê3,µ0 = ϕ0

and ϕṽê3,µ solves E ′
ṽê3,µ

(ψ) = 0 for all (ṽ, µ) ∈ W . In addition, ϕṽê3,µ belongs to Hs for
all s ≥ 1.

13 May 17, 2006



Remark 4.6. (a) A solution to E ′
v,µ(ψ) = 0 when v 6= 0 points in arbitrary direction is

obtained by rotating ϕṽê3,µ in x from ê3 to v̂ := v/|v|. See the proof of Corollary 4.7 for
details. (b) The Sobolev space of order one of radially symmetric functions, H1

rad(R
3,R),

is a scalar subspace of H1
ê3

. This ensures existence and uniqueness of a solution ϕv=0,µ =
ϕµ = (ϕµ, 0) to E ′

0,µ(ψ) = 0, where ϕµ ∈ H1
rad. (c) Ev,µ is invariant under translation

and change of gauge. Thus, eϑJϕv,µ(· + y) for any y ∈ R3, ϑ ∈ [0, 2π) is also a solution
to (2.19).

Proposition 4.5 proves that ϕṽê3,µ, ∂µϕṽê3,µ ∈ Hs
ê3

. For arbitrary coordinates this
implies that ϕv,µ and ∂µϕv,µ are v-symmetric. The reflection symmetries of ∂vjϕv,µ now
follows from:

Corollary 4.7. Suppose that the Assumption 2.1 is satisfied. Then

∂vjϕv,µ ∼ J∂xjϕv,µ, j = 1, 2, 3. (4.8)

The corollary is proved at the end of this subsection.

Lemma 4.8. We have that

(ṽ, µ,ψ) 7→ E ′
ṽê3,µ

(ψ) ∈ C∞(R × R × H1
ê3
,H0

ê3
). (4.9)

Proof of Proposition 4.5. Let F (ṽ, µ,ψ) := E ′
ṽê3,µ

(ψ). To find solutions to the equation
F (ṽ, µ,ψ) = 0, we use the implicit function theorem in [6], which has three assumptions,
that we now verify: That F is C∞ is shown by Lemma 4.8. The equation F = 0 has a
solution (0, µ0,ϕ0) and ϕ0 ∈ H1

ê3
. The last condition is that F ′

ψ(0, µ0,ϕ0) =: Lµ0 , where
Lµ0 = diag(L11,µ0 , L22,µ0) is invertible. We have that L22,µ0 ≥ 0 and L22,µ0ϕ0 = 0, the
zero eigenvalue is non-degenerate since e−tL22,µ0 is positivity improving. (This follows

from the explicit kernel for e−t
√
−∆+m2

and Trotter’s product formula.) The kernel of
L11,µ0 is spanned by {∂xjϕ0}j , thanks to the kernel assumption. Thus the kernel of Lµ0 is
spanned by {Jϕ0, ∂xjϕ0, j = 1, 2, 3}, neither of these functions are ê3-symmetric. Thus,
Lµ0 , as a map H1

ê3
⊂ H0

ê3
→ H0

ê3
, is invertible.

We conclude, by the implicit function theorem [6], that there is a neighborhood
W ⊂ R × R+ with (0, µ0) ∈ W and a unique map (ṽ, µ) 7→ ϕṽê3,µ ∈ C∞(W,H1

ê3
) such

that ϕ0ê3,µ0 = ϕ0 and ϕṽê3,µ solves F (ṽ, µ,ψ) = 0.
That ϕṽê3,µ ∈ Hn for any 1 ≤ n ∈ N follows from a simple bootstrap argument; see

the proof of Theorem 3 in [9].

Proof of Lemma 4.8. The Hardy-Littlewood-Sobolev inequality together with the Sobolev
embedding theorem (see e.g., [21]) shows that E ′

v,µ ∈ C(H1,L2). To see that E ′
ṽê3,µ

pre-
serves ê3-symmetry, let U be either of KS3 or R3,θ. Both operations leave Eṽê3,µ invariant
i.e.,

Eṽê3,µ(Uψ) = Eṽê3,µ(ψ), ψ ∈ H1. (4.10)

By (Fréchet) differentiation of (4.10)

E ′
ṽê3,µ(Uψ) = UE ′

ṽê3,µ(ψ). (4.11)
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Let ψ satisfy Uψ = ψ. Eqn. (4.11) then states

E ′
ṽê3,µ

(ψ) = E ′
ṽê3,µ

(Uψ) = UE ′
ṽê3,µ

(ψ), where ψ ∈ H1, (4.12)

and hence E ′
ṽê3,µ

: H1
ê3

→ H0
ê3

. Repeating the argument for higher order derivatives

of (4.10) gives that E (n)
ṽê3,µ

(ψ) preserves ê3-symmetry.
That ψ 7→ E ′

v,µ(ψ) is C1 follows from the Hardy-Sobolev-Littlewood inequality and
the Sobolev embedding theorems for H1. That is, let u,w, ξ, ζ ∈ H1, then

sup
‖ξ‖H1=1,‖ζ‖H1=1

|
(

E ′′
v,µ(u)ξ, ζ

)

2
−

(

E ′′
v,µ(w)ξ, ζ

)

2
| = sup

‖ξ‖H1=1,‖ζ‖H1=1

|
( 1

|x| ∗ ((u+w) · (u−w)), ξ ·ζ
)

2
+

(

ζ · (u−w),
2

|x| ∗ (u ·ξ)
)

2
+

(

ζ ·w, 2

|x| ∗ ((u−w) ·ξ)
)

2
|

≤ C(‖w‖H1, ‖u‖H1)‖u−w‖H1. (4.13)

Analogously one can show that ψ 7→ E ′
v,µ(ψ) is C2. The polynomial nature of the

nonlinearity implies that E (4)
v,µ(ψ) is a (tri-)linear bounded operator independent of ψ.

Thus ψ 7→ E ′
v,µ(ψ) is C∞ in ψ.

The map (ṽ, µ) 7→ E ′
ṽê3,µ

(ψ) is linear and hence smooth. Differentiation with respect
to either µ or ṽ does not change E ′

ṽê3,µ
(ψ)’s symmetries.

Proof of Corollary 4.7. The momentum term is the only term in Ev,µ that breaks the
rotation symmetry. For an arbitrary rotation

Ev,µ(Rψ) = ER−1v,µ(ψ), (4.14)

talking the derivative gives the relation

R−1E ′
v,µ(Rψ) = E ′

R−1v,µ(ψ). (4.15)

Given the ê3-symmetric function ϕṽê3,µ, we find ϕv,µ by any rotation, R, that takes ê3
to v̂ as ϕv,µ = Rϕṽê3,µ.

This relation between ϕv,µ and ϕṽê3,µ is the key to show the corollary. Let R1 be the
rotation from v1ê1 + v3ê3 to |v|ê3 given by

R1(θ) :=





cos θ 0 − sin θ
0 0 0

sin θ 0 cos θ



 , (4.16)

where θ is the angle between v and ê3. We find for ṽ = |v| > 0 that

∂v1ϕv,µ = ∂v1(R1ϕṽê3,µ) =
v1

ṽ
R1∂ṽϕṽê3,µ + (∂v1θ)(∂θR1x) · R1∇xϕṽê3,µ (4.17)

= R1(
v1

ṽ
∂ṽϕṽê3,µ + (∂v1θ)(R

−1
1 ∂θR1x) · ∇xϕṽê3,µ). (4.18)
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At the point v1 = 0, v3 = ṽ this simplifies to

∂v1ϕv,µ|v=(0,0,ṽ) = −1

ṽ
ê2 · (x ∧ ∇x)ϕṽê3,µ, (4.19)

where ∧ is the cross product. The above expression is ∼ J∂x1ϕṽê3,µ. Analogously for
v = (0, v2, v3) we find

∂v2ϕv,µ|v=(0,0,ṽ) =
1

ṽ
ê1 · (x ∧ ∇x)ϕṽê3,µ ∼ J∂x2ϕṽê3,µ. (4.20)

Recall from Proposition 4.5 that ∂ṽϕv,µ ∈ H1
ê3

and thus ∼ J∂x3ϕṽê3,µ. Therefore we have
shown the corollary for a given coordinate system, i.e., coordinates such that ϕv,µ is
ϕṽê3,µ, rotation R, once again, from ê3 to v̂ of this case gives the general result.

4.2 Proof of exponential decay of tangent vectors

In this subsection we prove Proposition 4.3(iii), i.e., the pointwise exponential decay of
the tangent vectors {∂xjϕv,µ, ∂vjϕv,µ, Jϕv,µ, ∂µϕv,µ}. In [9, App. C] we showed that ϕv,µ
satisfies the bound

|ϕv,µ| ≤ c1(β)e−β|x|, (4.21)

for 0 < β < min(m, (µ − µl)(1 − v2)−1/2), where µl is defined in Proposition 4.3. The
remaining tangent vectors all satisfy an equation of the type

u = F (u,w), (4.22)

with
F (u,w) := (Hv + µ)−1(W1u+W2(u) +w) (4.23)

and

Hv =
√
−∆ +m2−m−Jv·∇, W1 :=

1

|x| ∗|ϕv,µ|
2, W2(u) :=

( 2

|x| ∗(u·ϕv,µ)
)

ϕv,µ, (4.24)

for µ > µl and some w depending on the tangent vector, see (4.4)–(4.5).
We have the following result.

Lemma 4.9. Let m > 0, µ > µl and let u be a solution to (4.22), for some w with
|w| ≤ c2e

−β2|x| where c2, β2 are some positive constants. Then, there is θ > 0 and a
constant C(θ) > 0 such that

|u| ≤ C(θ)e−θ|x|. (4.25)

We now return to equations (4.4)–(4.5) to find pairs (u,w) that solve (4.22). These
are (∂xjϕv,µ, 0), (∂µϕv,µ,−ϕv,µ) and (∂vjϕv,µ, J∂xjϕv,µ). The first pair, inserted in
Lemma 4.9 ensures that ∂xjϕv,µ is pointwise exponentially decaying. Thus, we know
that the last two pairs also satisfy the assumptions of Lemma 4.9 and hence, both ∂µϕv,µ
and ∂vjϕv,µ are pointwise exponentially decaying. It remains to prove Lemma 4.9.
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Proof of Lemma 4.9. The proof is based on [28] as presented in [15] and we extend the
result to include the source terms. That the integral kernel of (Hv + µ)−1, Gµ,v, satisfies
the bound, [9, App. C]

|Gµ,v(x)| ≤ c3
e−δ|x|

|x|2 , (4.26)

for some δ > 0 depending on m > 0, |v| < 1, and µ > µl.
Our first goal is to use (4.22) to bound |u| as

|u(x)| ≤ hθ(x)M(x) + C1e
−γ|x|, (4.27)

where θ > 0 remains to be chosen later, and

M(x) := sup
x′

|u(x′)|e−θ|x−x′| (4.28)

To this end, we need estimates on each term in (4.23) and we begin with the W2(u) term

W2(u)(x′) = ϕv,µ(x
′)

∫

R3

1

|x′ − y|u(y) ·ϕv,µ(y) dy. (4.29)

The identity u(y) = u(y)e−θ|y−x|eθ|y−x|, the inequality |y − x| ≤ |y − x′| + |x′ − x|, and
the upper bound (4.21) lead to

|W2(u)(x′)| ≤ C ′
2M(x)e−β|x

′|+θ|x−x′|
∫

R3

eθ|x
′−y|

|x′ − y|e
−β|y| dy. (4.30)

We evaluate the integral, with 0 < θ < β, to find for some C2 = C2(θ) > 0 that

|W2(u)(x′)| ≤ C2
eθ|x−x

′|

1 + |x′|M(x). (4.31)

The estimate for W1 follows similarly, by once again integrating an integral of the type
that appears in (4.30):

|W1(x
′)| ≤ C3

1

1 + |x′| . (4.32)

The ‘potentials’ W1 and W2 are hence bounded and decaying and we can choose hθ to
be

hθ(x) := C4

∫

R3

e−(δ−θ)|x−x′|

|x− x′|2
1

1 + |x′| dx′, (4.33)

where C4 is composed of the constants c3, C2 and C3.
We use the integral kernel Gµ,v of (Hv + µ)−1 to express the last term of (4.23).

By (4.26), we have

|Gµ,v ∗w| ≤ c3

∫

R3

e−δ|x
′|

|x′|2 |w(x− x′)| dx′. (4.34)
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The assumed, pointwise exponential decay of w together with the inequality |x− x′| ≥
∣

∣|x| − |x′|
∣

∣ yields

|Gµ,v ∗w| ≤ C1e
−γ|x|, (4.35)

where γ = min(δ, β2) and C1 > 0 are suitable constants. We have thus established (4.27).
To proceed, we show that hθ is bounded and that it decays pointwise as |x| → ∞. The

first of these properties follows from Young’s inequality, since for θ < δ, eθ|·|Gµ,v(·) ∈ L1

and (1 + | · |)−1 < 1 ∈ L∞

sup
x

|hθ| ≤ C4‖eθ|·|Gµ,v(·)‖1 sup
x

|(1 + |x|)−1| = C5(θ) <∞. (4.36)

To show the decay of hθ as |x| → ∞, let α := δ − θ, α > 0, we use (4.33) and split the
region of integration into two parts |x− x′| ≤ κ, |x− x′| > κ. In the outer region we use
the uniform bound of (1 + |x′|)−1 < 1 to find

∫

|x−x′|>κ

e−α|x−x
′|

|x− x′|2
1

1 + |x′| dx′ ≤ 1

κ2

∫

R3

e−α|x
′| dx′, (4.37)

and in the inner region,

∫

|x−x′|≤κ

e−α|x−x
′|

|x− x′|2
1

1 + |x′| dx′ ≤
∫

|y|≤κ

dy

|y|2(1 + |x− y|) ≤ 4πκ

1 +
∣

∣|x| − κ
∣

∣

, (4.38)

The choice of κ = |x|1/2 ensures that hθ ≤ C6|x|−1/2 as |x| → ∞ and θ ≤ δ.
The following two identities will be used repeatedly in the next step of the proof, let

θ > 0, γ > 0,

sup
y

e−θ|x−y|−θ|y−x
′| = e−θ|x−x

′|, sup
y

e−θ|y|−γ|y−x| = e−min(θ,γ)|x|. (4.39)

The exponential decay of u now follows from the properties of hθ, through two
inequalities. Since hθ decay, for a fixed small θ < δ, there is a radius R, such that for
|x| > R we have that hθ ≤ C6R

−1/2. In this exterior region, we use (4.27) together with
(4.39) to obtain

sup
|x′|>R

|u(x′)|e−θ|x−x′| ≤ sup
|x′|>R

(

hθ(x
′)M(x′) + C1e

−γ|x′|)e−θ|x−x
′|

≤ C6R
−1/2M(x) + sup

|x′|>R
C1e

−γ|x′|−θ|x−x′|. (4.40)

In the interior we have

sup
|x′|≤R

|u(x′)|e−θ|x−x′| ≤

sup
|x′|≤R

(

hθ(x
′)
(

sup
|y|≤R

|u(y)|e−θ|x′−y| + sup
|y|>R

|u(y)|e−θ|x′−y|
)

+ C1e
−γ|x′|

)

e−θ|x−x
′|. (4.41)
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Insert the result (4.40) into (4.41). The upper bound (4.36) ensures that hθ < C5;
the exterior term sup|y|≥R |u(y)|e−θ|x′−y| is estimated by (4.40); for the interior term

sup|y|≤R |u(y)|e−θ|x′−y| we have by continuity and boundedness of u that |u| ≤ C ′
7(R)

and hence sup|y|≤R |u(y)|e−θ|x′−y| ≤ C7(R, θ)e
−θ|x′|; yields (4.41) to become

sup
|x′|≤R

|u(x′)|e−θ|x−x′| ≤ C1 sup
|x′|≤R

e−γ|x
′|e−θ|x−x

′|

+ C5 sup
|x′|≤R

(

C7e
−θ|x′| + C6R

−1/2M(x′) + C1 sup
|y|>R

e−γ|y|−θ|x−y|
)

e−θ|x−x
′|. (4.42)

Adding (4.40) to (4.42), rewriting and the use of (4.39) give

M(x) ≤ C8(R
−1/2M(x) + e−min(γ,θ)|x|) + C9(R, θ)e

−θ|x|, (4.43)

for suitable constants C8 = C8(θ), C9. By choice of R = R∗, sufficiently large and θ > 0,
sufficiently small, we find

M(x) ≤ C ′(R∗, θ)e−θ|x|, (4.44)

This upper bound inserted into (4.27) together with (4.36) yields |u| ≤ C(θ)e−θ|x| and
we have proved the lemma.

4.3 Proof of the Stability Condition

We now derive the “stability condition” stated in Proposition 4.3(iv) for unboosted
ground states, ϕv=0,µ(x) = (ϕµ, 0). As mentioned in Remark 4.6 (see also [23, 9]),
these functions can be assumed to be real-valued and spherically symmetric. In view of
this, we introduce the subspace

Hs
rad(R

3,R) =
{

ψ ∈ Hs(R3; R) : ψ is spherically symmetric
}

, (4.45)

for s ≥ 0.

Lemma 4.10. Suppose that Assumption 2.1 holds. Then, for almost every 0 < N < Nc,
there exists an unboosted ground state, ϕ∗ = ϕv=0,µ∗ , with N ((ϕ∗, 0)) = N and Lagrange
multiplier, µ∗, satisfying the following properties. For every sufficiently small δ > 0,
there exists a C∞-map

(µ∗ − δ, µ∗ + δ) → H1
rad(R

3,R), µ 7→ ϕµ, (4.46)

where (ϕµ, 0) solves (2.19) with v = 0 and we have that ϕµ∗ = ϕ∗. In addition, there
exists a non-empty interval I ⊂ (µ∗ − δ, µ∗ + δ), such that

d

dµ
N

(

(ϕµ, 0)
)

> 0 (4.47)

holds for all µ ∈ I.
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Proof of Lemma 4.10. By Remark 4.6(b), we can assume that unboosted ground states
ϕ(x) = ϕv=0,µ are spherical symmetric and real-valued. Let E(N) := inf{E0,0(ψ) : ψ ∈
H

1

2 ,N (ψ) = N}. It is known that the function E : (0, Nc) → R is strictly concave [9,
Lemma 2.3]. This implies in particular the following properties.

• E(N) is continuous on (0, Nc).

• E ′
−(N) and E ′

+(N) (which denote the left and right derivative, respectively) exist
for all N ∈ (0, Nc).

• E ′(N) = E ′
−(N) = E ′

+(N) for all N ∈ (0, Nc) \ Σ, where Σ is some countable set.

For convenience, we denote the set where E ′(N) exists by

Σc := (0, Nc) \ Σ. (4.48)

Let us now pick N∗ ∈ Σc and a strictly decreasing sequence, (Nk), in Σc such that

Nk ց N∗, as k → ∞. (4.49)

By density Σc ⊂ (0, Nc), this always possible. Correspondingly, let (ϕk) ⊂ H
1

2 be a
sequence of minimizers with E0,0((ϕk, 0)) = E(Nk) and N ((ϕk, 0)) = Nk, which, by
continuity of E(N), implies that

E0,0((ϕk, 0)) → E(N∗) and N ((ϕk, 0)) → N∗, as k → ∞. (4.50)

By arguments similar to those in the proof of [9, Theorem 2] and the relative compactness
property stated in [9, Theorem 1], we see that (ϕk), after passing to a subsequence,

converges strongly in H
1

2

rad to some minimizer ϕ∗ with N ((ϕ∗, 0)) = N∗ and Lagrange
multiplier −µ∗. (Note that due to v = 0, we can restrict our attention to radial functions
and translations do not have to be taken into account.)

Next, we observe that any ϕk satisfies the identity

E(Nk) −
1

4

∫

R3

( 1

|x| ∗ |ϕnk |
2
)

|ϕnk|2 dx = −µkNk, (4.51)

where −µk is the Lagrange multiplier for the minimizer ϕk. This identity follows from
multiplication of the Euler-Lagrange equation (2.19) with (ϕk(x), 0) and integration.
Now we claim that

E ′(Nk) = −µk (4.52)

holds for all k. Note that E ′(Nk) exists due to Nk ∈ Σc for all k. To prove (4.52),
we observe that E0,0(

√
τ(ϕk, 0)) ≥ E(τNk) holds for all τ ≥ 0 with equality for τ = 1.

Hence it is straightforward to see that the right derivative, E ′
+(Nk), obeys the following

estimate

E ′
+(Nk) =

1

Nk
lim
NցNk

E(N) −E(Nk)

N/Nk − 1
≤ 1

Nk
lim
τց1

E0,0(
√
τ (ϕk, 0)) − E0,0((ϕk, 0))

τ − 1

=
1

Nk
lim
τց1

d

dτ
E0,0(

√
τ (ϕk, 0)) =

1

2Nl

√
τ

∣

∣

∣

∣

τ=1

(

E ′
0,0((ϕk, 0)), (ϕk, 0)

)

2
(4.53)

=
−µk
Nk

1

2

∫

R3

|ϕk|2 dx = −µk, (4.54)
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using the Euler-Lagrange equation E ′
0,0((ϕk, 0)) = −µk(ϕk, 0). Similarly, we obtain

−µk ≤ E ′
−(Nk). Since E ′(Nk) exists for Nk ∈ Σc, we have equality and we conclude

that (4.52) holds.
Next, let us define the map

G(ψ, µ) :=
(
√
−∆ +m2 −m

)

ψ −
( 1

|x| ∗ |ψ|
2
)

ψ + µψ, (4.55)

which is seen to a C∞-map G : H1
rad × R → L2

rad, see the proof of Proposition 4.5
and Remark 4.6(b). Moreover, we note that G(ϕ∗, µ∗) = 0 holds and we have that
∂ψG(ϕ∗, µ∗) equals L11,µ∗ restricted on H1

rad. But Assumption 2.1 implies that L11,µ∗

restricted to H1
rad has trivial kernel (since ∂xiφ∗ 6∈ H1

rad). Thus, we can apply the implicit
function theorem to find a unique C∞-map

(µ∗ − δ, µ∗ + δ) −→ U, µ 7−→ ϕµ, (4.56)

for every sufficiently small δ > 0, where ϕµ∗ = ϕ∗ and U is some open H1
rad-neighborhood

around ϕ∗.

We now show that strong convergence of ϕk to ϕ∗ in H
1

2

rad implies strong convergence
in H1

rad. This can be seen as follows. Each ϕk satisfies the equation

ϕk = RµkF (ϕk), (4.57)

where Rµ := (H0 + µ)−1 with H0 :=
√
−∆ +m2 − m, and F (ϕ) := (|x|−1 ∗ |ϕ|2)ϕ.

Therefore we have

‖ϕk − ϕ∗‖H1 = ‖RµkF (ϕk) − Rµ∗F (ϕ∗)
∥

∥

H1

≤ ‖(Rµk − Rµ∗)(F (ϕk) + F (ϕ∗))‖H1

+ ‖(Rµk +Rµ∗)(F (ϕk) − F (ϕ∗))‖H1. (4.58)

By (4.51), the fact that ϕk → ϕ∗ in H
1

2

rad, and Nk ց N∗, we see that µk ց µ∗ (note
that (4.52) holds and that E ′(N) is strictly decreasing on Σc). Using now the resolvent
identity Rµk − Rµ∗ = (µ∗ − µk)RµkRµ∗ , as well as ‖Rµk‖L2→H1 ≤ C/µk, we deduce that

‖ϕk − ϕ∗‖H1 ≤ C
(

|µk − µ∗| + ‖ϕk − ϕ∗‖H
1

2

)

→ 0 as k → ∞, (4.59)

where we also used the local Lipschitz estimate

‖F (u) − F (v)‖2 ≤ ‖F (u) − F (v)‖
H

1

2
≤ C(‖u‖2

H
1

2

+ ‖v‖2

H
1

2

)‖u− v‖
H

1

2
, (4.60)

see [20, §3 Lemma 1]. In estimate (4.59), C = C(M,µ∗) denotes a suitable constant with
M = supk ‖ϕk‖H

1

2
.

By the strong convergence of ϕk to ϕ∗ in H1
rad shown above, we thus obtain that

ϕk ∈ U whenever k ≥ k0, where k0 is sufficiently large. Moreover, since the left-hand
side of (4.51) converges to its value at N∗, we conclude that µk converges to µ∗. In
addition, by (4.52) and the strict concavity, we deduce that µk ց µ∗ (note E ′(N) has to
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be strictly decreasing on Σc). In summary, we find that ϕk0 ∈ U and µk0 ∈ (µ∗−δ, µ∗+δ)
for some k0 and µk0 > µ∗. By uniqueness of the map (4.56), we see that ϕk0 = ϕµk0 ,
where ϕk0 belongs to the sequence (ϕk) and ϕµk0 is constructed via the map (4.56).
Hence we have that the C∞-function

f(µ) := N (ϕµ) (4.61)

satisfies f(µ∗) < f(µk0). By the mean-value theorem, there exists some ξ ∈ (µ∗−δ, µ∗+δ)
such that f ′(ξ) > 0. By continuity of f ′, we conclude that f ′(µ) > 0 for all µ ∈ I with
some open interval I containing ξ. This completes the proof of Lemma 4.10.

4.4 Completion of the proof of Proposition 4.3

In Appendix A we prove Proposition 4.3(v). Each part is shown for some small open
neighborhood in R2 around the point (µ0, 0). We can now complete the proof of Propo-
sition 4.3.

Proof of Proposition 4.3. Let µ0 > 0, with minimizer, ϕµ0 , be a point where Assump-
tion 2.1 holds. Above, in Sec. 4.3, we showed that for almost all N > 0 with corre-
sponding µ∗ there is an open non-empty interval I around µ∗ and a unique spherically
symmetric, real function ϕµ such that ∂µN (ϕµ) ≥ c, and that c is independent of µ. We
thus have singled out an ‘admissible’ ϕµ∗ around which we construct our ground states.

In Sec. 4.1 we constructed ϕv,µ and its symmetries around ϕµ∗ for (ṽ, µ) ⊂W , where
W is some open, non-empty neighborhood in R2 and v = ṽv̂, and v̂ = v/|v|. That
µ∗ > 0 and µl(0) = 0 ensure the existence of a, possibly smaller, open non-empty set,
also denoted W with points so that µ > µ|v| is satisfied. Thus for all (ṽ, µ) ∈W we have
shown Proposition 4.3(i), (ii).

The proof of the exponential decay (iii) (Sec. 4.2) does not constraint further the set
W .

We now show Proposition 4.3(iv), i.e., the stability condition for non-zero velocities.
At v = 0 the stability condition holds, and since the above constructed ϕv,µ depends
continuously on ṽ and µ so does N (ϕv,µ) and there exists an open, non-empty, possibly
smaller, region W1 ⊂W such that ∂µN (ϕv,µ) > c/2 for all (ṽ, µ) ∈W1.

The spectral properties of Lv,µ, Proposition 4.3(v) (see Appendix A) is shown for
(ṽ, µ) ∈ W2, where W2 is some open non-empty neighborhood around (0, µ∗) such that
W2 ⊂W1.

Finally, we have this small open and non-empty set W2, where (i)–(v) hold, we now
choose r0 > 0, and an open non-empty interval I0 such that W3 := (−r0, r0) × I0 and
W3 ⋐ W2. This concludes the proof of Proposition 4.3.
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5 The symplectic form reduced to the soliton man-

ifold

The purpose of this section is to show that the symplectic form ω(·, ·) reduced to a subset
of the soliton manifold M0 = M(Z0) is non-degenerate. The result follows if the matrix
(Ωϕζ)jk := ω(zj,ζ, zk,ζ) is invertible. Here zj,ζ are elements in the tangent space TϕζM,
for some M ⊂ M0, defined by (see also (3.6))

{z1,ζ , . . . , z8,ζ} := {∂x1ϕζ , ∂x2ϕζ , ∂x3ϕζ , ∂v1ϕζ , ∂v2ϕζ , ∂v3ϕζ , ∂ϑϕζ , ∂µϕζ}. (5.1)

Proposition 5.1. Let Z(r, I) be as in (3.2) and let Ωϕζ be defined as above. Under
Assumption 2.1, there are numbers 0 < r1 < r0, κ > 0 and an open non-empty interval
I1 ⋐ I0 such that

det Ωϕζ ≥ κ > 0. (5.2)

for all ζ ∈ Z(r1, I1). The constant κ depends only on r1 and I1.

Using the definitions (3.2) and (3.3) we set Z1 := Z(r1, I1) and M1 := M(Z1). We have
now defined the first number and non-empty interval in the sequence mentioned in the
main theorem. The size of |Ω−1

ϕζ
| may depend on r1 and I1, thus the first requirement on

ε is that |Ω−1
ϕζ
| = O(1). This is a natural requirement, as we will see in Proposition 7.1.

As a direct consequence of the non-degeneracy of Ωϕζ we have the following corollary.

Corollary 5.2. For all 0 6= z ∈ TϕζM1, there is at least one element, z̃ ∈ TϕζM, such
that ω(z, z̃) 6= 0

Proof of Proposition 5.1. By the explicit form of ω(·, ·) we have with ζ = (y, v, ϑ, µ)

Ωϕζ = Ωϕv,µ , and (Ωϕv,µ)jk = −(Ωϕv,µ)kj. (5.3)

Thus, it suffices to consider elements in the tangent space with y = 0, ϑ = 0. By the
anti-symmetry of Ωϕv,µ , it is sufficient to calculate the upper half triangle of the matrix.
Without loss of generality we may choose coordinates so that v is parallel to x3-axis,
where x = (x1, x2, x3). That is, v = |v|ê3 and for such v we use the notation ϕ

(3)
v,µ and

Ω(3).
The determinant of Ωϕv,µ will be expressed in terms of τ , n,v and n,µ, where

τjk := ω(∂xjϕv,µ, ∂vkϕv,µ), (n,v)j := −ω(∂xjϕv,µ, ∂µϕv,µ), j, k = 1, 2, 3, (5.4)

n,µ(ϕ
(3)
v,µ) :=

1

2
∂µ‖ϕv,µ‖2

2. (5.5)

Here n(µ, v) := N (ϕv,µ). The relations (4.5) yield the identities

τjk =
(

Lv,µ∂vjϕv,µ, ∂vkϕv,µ
)

2
, (n,v)j =

(

∂vjϕv,µ,ϕv,µ
)

2
, j, k = 1, 2, 3. (5.6)

The last equation yields (n,v)j = n,vj . Once the coordinates v = |v|ê3 are chosen, we

obtain τ (3), n
(3)
,v and n

(3)
,µ , the corresponding notation for ϕv,µ is ϕ

(3)
v,µ.
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Each element in Ωϕζ is an integral of a product between a pair of tangent vectors.
The reflection symmetry of the tangent vectors, shown under Assumption 2.1 in Propo-
sition 4.3, is the key to this proposition. We have

∂x1ϕ
(3)
v,µ ∼ (oee, oeo), ∂x2ϕ

(3)
v,µ ∼ (eoe, eoo), ∂x3ϕ

(3)
v,µ ∼ (eeo, eee) ∼ Jϕ(3)

v,µ, (5.7)

∂v1ϕ
(3)
v,µ ∼ (oeo, oee), ∂v2ϕ

(3)
v,µ ∼ (eoo, eoe), ∂v3ϕ

(3)
v,µ ∼ (eee, eeo) ∼ ∂µϕ

(3)
v,µ.

Let us calculate the cross term ω(∂x1ϕ
(3)
v,µ, ∂x2ϕ

(3)
v,µ). It is an integral over a product

of functions with symmetries J∂x1ϕ
(3)
v,µ ∼ (oeo, oee) and (eoe, eoo) ∼ ∂x2ϕ

(3)
v,µ. Thus both

components of J∂x1ϕ
(3)
v,µ are odd in the first variable whereas ∂x2ϕ

(3)
v,µ is even, hence the

integral over this product vanish. Analogously, most of the other integrals vanish and
by repeated use of (5.7) and (5.4)–(5.6) we find the matrix

Ω(3) =





























0 0 0 τ
(3)
11 0 0 0 0

0 0 0 0 τ
(3)
22 0 0 0

0 0 0 0 0 τ
(3)
33 0 −n(3)

,v3

−τ (3)
11 0 0 0 0 0 0 0

0 −τ (3)
22 0 0 0 0 0 0

0 0 −τ (3)
33 0 0 0 n

(3)
,v3 0

0 0 0 0 0 −n(3)
,v3 0 −n(3)

,µ

0 0 n
(3)
,v3 0 0 0 n

(3)
,µ 0





























. (5.8)

Its determinant is κ̃(v, µ) := det Ω(3) = (τ
(3)
11 τ

(3)
22 )2(τ

(3)
33 n

(3)
,µ + (n

(3)
,v3)

2)2. By Lemma 5.4

below there is an 0 < r̃1 ≤ r0 ≤ 1 such that τ
(3)
jj > 0, and by Part ((iv)) of Proposition 4.3

n
(3)
,µ > 0 for all |v| ≤ r0 and µ ∈ I0. Thus κ̃ > 0. Now, let r1 < r̃1 and I1 be an open

non-empty subinterval of I0 such that Ī1 ⊂ I0, then on the closed set [0, r1]× Ī1, κ̃ attains
its minimum κ > 0.

Corollary 5.3. The matrices Ωϕv,µ and Ω−1
ϕv,µ

have the form

Ωϕv,µ =









0 τ 0 −n,v
−τ 0 n,v 0
0 −nT,v 0 −n,µ
nT,v 0 n,µ 0









, Ω−1
ϕv,µ

=









0 −g 0 q
g 0 −q 0
0 qT 0 −γ

−qT 0 γ 0









, (5.9)

with τ , n,v and n,µ as in (5.4)–(5.5) and where

g = (τ + n−1
,µ n,vn

T
,v)

−1, q = (τn,µ + n,vn
T
,v)

−1n,v (5.10)

and
γ = n−1

,µ (−1 + nT,v(τn,µ + n,vn
T
,v)

−1n,v). (5.11)

Proof. To obtain Ωϕv,µ, we observe that each block matrix e.g., τ , n,v n,µ, is related to
the corresponding matrix block in Eq. (5.8) by a change of coordinates. Thus, matrix
blocks that in (5.8) are identically zero remain so, and τ , n,v and n,µ remain as in the
general form from (5.4)–(5.5).
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Lemma 5.4. Let τ
(3)
jj be as in (5.4). There is a number 0 < r̃1 ≤ r0 such that τ

(3)
jj > 0

for j = 1, 2, 3.

Proof. At v = 0, τ (3) reduces to

τjj|v=0 =
(

βj, L22,µβj
)

2
, (5.12)

where βj is defined through βj := ∂vjϕv,µ
∣

∣

v=0
and βj = (0, βj). The linear operator

L22,µ ≥ 0 has a non-degenerate zero eigenvalue, with corresponding eigenfunction is ϕµ,
see the proof of Proposition A.1. But, since βj ∼ ∂xjϕµ we have βj⊥ϕµ and hence

τjj|v=0 > 0. By the continuity of τ
(3)
jj in v, there is a number r̃1j > 0 such that for all

|v| < r̃1j we have that τ
(3)
jj > 0. Now let r̃1 = minj r̃1j.

6 Symplectically orthogonal decomposition

In this section we introduce the symplectically (or skew) orthogonal decomposition of a
function ψ close to the soliton manifold. The decomposition has two components, one
on the manifold, ϕς(ψ), and one in the symplectically orthogonal direction, ξ. We show
that the decomposition uniquely defines the modulation parameter ζ = (y, v, ϑ, µ) and
a perturbation ξ.

Recall from Proposition 5.1 that the modulation parameter ζ is a point in the pa-
rameter space Z1 = Z(r1, I1) and

Z(r1, I1) := R
3 × B3

r1
(0) × [0, 2π) × I1. (6.1)

All ground states described by the modulation parameters in Z1 define the soliton man-
ifold M1 := M(Z1). Above, Bn

r (0) ⊂ Rn denotes an open ball of radius r and I1 is an
open interval on R. The element ϑ in ζ is a phase, and we can replace its domain [0, 2π)
with S1. With this replacement we note that only the velocity, v, and the frequency, µ,
parameter have the constrained domains B3

r and I1 respectively. The dependence of the
solitary waves on the parameters v and µ requires our attention (see Corollary 6.5 below)
when constructing a ‘uniform’ tubular neighborhood, Uδ, of the soliton manifold, where
the decomposition exists and is unique. For subsets Z3 ⊂ Z2 ⊂ Z1, to be introduced
below, we define the tubular neighborhood Uδ = Uδ(Zj) of M(Zj) by

Uδ(Zj) := {ψ ∈ Γ̃ : inf
ζ∈Zj

‖ψ − ϕζ‖Γ̃ < δ}, j = 2, 3. (6.2)

Let bR be an open ball around ϕζ in the phase space Γ̃ with radius R, defined by

bR(ϕζ) := {ψ ∈ Γ̃ : ‖ψ − ϕζ‖Γ̃ < R}, (6.3)

where Γ̃ := {ψ ∈ H
1

2 : ‖ψ‖Γ̃ <∞}, see also (2.11).
We have the result:
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Proposition 6.1. Suppose Assumption 2.1 is satisfied and let Z1 be defined as above.
Given δ > 0 sufficiently small, and let r2 and r3 be such that 0 < r3 < r2 < r1 and let I2,
I3 be open non-empty intervals with Īj+1 ⊂ Ij, j = 1, 2, with corresponding parameter
domains Z2, Z3 and soliton manifolds M2, M3. Then for every ψ ∈ Uδ(Zk+1) and k = 1, 2
there is a unique C1(Uδ(Zk+1),Zk)-map ς such that

(i) For each ψ ∈ Uδ(Zk+1), we have

ω(ψ − ϕς(ψ), z) = 0, ∀z ∈ Tϕς(ψ)
Mk. (6.4)

Furthermore, for each ψ ∈ Uδ(Zk+1) there exists a ζ (0) ∈ Zk such that ϕζ(0) is the
orthogonal projection of ψ onto Mk, and

(ii) ‖ϕς(ψ) − ϕζ(0)‖Γ̃ ≤ Cδ,

(iii) |ζ (0) − ς(ψ)| ≤ Cδ,

for some positive constant C > 0.

The above proposition defines a unique function ς : UZk+1
→ Zk. Consequently,

ψ 7→ (ς, ξ) with ξ := ψ − ϕς(ψ) defines a unique decomposition of ψ ∈ Uδ(Z2).

Remark 6.2. Given rj and Ij for j = 1, 2, 3, we have above determined a δ > 0 such that
ς(ψ), ζ (0)(ψ) ∈ Zj−1, when ψ ∈ Uδ(Zj). Thus we can now give the relation between the
distances δM (δP ), the minimal distance between the manifolds and δ introduced above
(See Section 11, Figure 3.1). This relation is δM ≤ cδ, δP ≤ cδ. For some constant
c > 0, which partly is determined by the size of C in part (ii) and (iii) above.

Remark 6.3. If we choose in Proposition 6.1 an even smaller distance, ε < δ, and con-
sider the tubular neighborhood Uε(Z3), then part (ii) and (iii) above hold with δ replaced
by ε.

The proof of Proposition 6.1 needs four intermediate results and is given in the end
of this section. We define the function G : H

1

2 × Z1 → R8 by

Gj(ψ, ζ) := ω(ψ − ϕζ , zj,ζ), j = 1, . . . , 8, (6.5)

where zj,ζ is the j:th tangent vector in TϕζM1 to the soliton manifold at the point ϕζ ,
see the ordering given by the list (5.1). We will consider solutions to the equation G = 0
that are close to a solution (ψ, ζ) 7→ (ϕζ(c), ζ

(c)). We introduce the notation ζ (c) to

distinguish an arbitrary parameter ζ from the center position, ζ (c), of the ball where we
solve the equation G = 0. We have the first result:

Lemma 6.4. Suppose Assumption 2.1 is satisfied. Then, for every center position ζ (c) ∈
Z1 there are balls bR1(ϕζ(c)) and B8

ρ1
(ζ (c)) in Γ̃ and Z1, respectively, with centers ϕζ(c) ,

ζ (c) and radii R1, ρ1 and a unique C1(bR1 , B
8
ρ1

) map, such that G(ψ, ς(ψ)) = 0 for all

ψ ∈ bR1(ϕζ(c)). Both R1 and ρ1 depend on the center position ζ (c).
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Proof. We use an implicit function theorem to solve the equation G = 0. We need to
show that (a) G is C1, (b) G(ϕζ(c), ζ

(c)) = 0 and (c) ∂ζG(ϕζ(c), ζ)
∣

∣

ζ=ζ(c)
is invertible.

(a) G is C1 in ψ since it is linear in ψ. G is C1 in ζ since both ϕζ and zj,ζ are C1 in
ζ see Proposition 4.3;

(b) follows from the definition of G;
(c) calculate

∂ζkGj(ψ, ζ) = −ω(∂ζkϕζ , zj,ζ) + ω(ψ −ϕζ , ∂ζkzj,ζ) (6.6)

at (ψ, ζ) = (ϕζ(c), ζ
(c))

∂ζkGj(ψ, ζ
(c))

∣

∣

ψ=ϕ
ζ(c)

= −ω(∂ζkϕζ , zζ,j). (6.7)

Choose coordinate axis such that v is parallel to x3 then

∂ζkGj(ψ, ζ
(c))

∣

∣

ψ=ϕ
ζ(c)

= −Ωϕ
ζ(c)
, (6.8)

with Ωϕ
ζ(c)

as in Section 5. Thus, by Proposition 5.1, det Ωϕ
ζ(c)

> κ > 0 and we have

shown (c).
All assumptions in the implicit function theorem are thus satisfied and, therefore

there are open neighborhoods W ⊂ Γ̃ and V ⊂ Z1 around ϕζ and ζ respectively and an
unique C1-function, ς : W → V such that for all ψ ∈W G(ψ, ς(ψ)) = 0. Now choose R1

sufficiently small so that bR1 ⊂W and ρ1 sufficiently large so that V ⊂ B8
ρ1

. By possibly
reducing R1 further (and consequently ρ1 by continuity), we find that B8

ρ1 ⊂ Z1.

To single out a tubular neighborhood Uδ around the soliton manifold of constant
‘width’ δ, we examine in the next two corollaries how the radii in Lemma 6.4 depend on
the parameters. First, by using symmetries of G we have:

Corollary 6.5. For every ζ (c) ∈ Z1, the radii of Lemma 6.4 only depend of µ and v.

Proof. The function G is invariant under translation in the sense that if a parameter y
of ζ maps to y+ a and ψ(x) 7→ ψ(x− a) then the value of G is unchanged. This implies
that the balls bR1 and B8

ρ1
are independent of which position y they are calculated for.

Analogously, G is phase invariant in the sense that ϑ 7→ ϑ+ γ and ψ 7→ e−γJψ leave
G unchanged. Thus R1 = R1(v, µ) and ρ1 = ρ1(v, µ).

To achieve uniform radii in Lemma 6.4, we have the following result:

Corollary 6.6. There are a number r′2, 0 < r′2 < r1, and a non-empty open interval
I ′2 ⋐ I1 such that if the ζ ∈ Z(r′2, I

′
2), then the result of Lemma 6.4 holds with uniform

radii. Furthermore, for sufficiently small ρ2 there exists c > 0 such that

R2 ≤ cρ2. (6.9)

Uniform here implies that R2, ρ2 (and c) only depend on r1, r
′
2, I1 and I ′2.
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Let Z′
2 := Z(r′2, I

′
2). The proof of this corollary is somewhat tedious and is placed in

Appendix C. It relies on two observations. First, the ground state and maps thereof are
well defined and have a C1 dependence on the parameters on the whole manifold M1.
This allows us to extract uniform radii away from the boundaries. Second, by choice of r′2
and I2, the only constrained directions, we are a fixed distance away from the boundaries
of M1 and Z1, respectively. Thus we can find a uniform radii on this smaller set.

The next lemma is captured by Figure 6.1.

bR∗

ψ

Tϕ
ζ(0)

M1

ϕζ(c)
ϕζ(0)

ϕς(ψ)

T̃ϕς(ψ)
M1

M1

R∗

ζ (c) ζ (0) ς(ψ)

Z1

ζ 7→ ϕζ

B8
cR∗

Γ̃

Figure 6.1: The above figure displays the sets Z1 and M1, as well as Tϕ
ζ(0)

M1 and the

symplectically orthogonal plane T̃ϕς(ψ)
M1. Furthermore, we schematically sketch the

orthogonal and symplectically orthogonal decomposition of ψ.

Lemma 6.7. Suppose that Assumption 2.1 is satisfied. There are numbers 0 < R∗ < R2

and 0 < r2 < r′2 as well as a non-empty open interval I2 ⋐ I ′2 such that the following
holds. If ψ ∈ bR∗

(ϕζ(c)), ζ
(c) ∈ Z(r2, I2), then there exists a unique ζ (0) ∈ Z1 such that

1. ϕζ(0) minimizes ‖ψ − ϕζ‖Γ̃;

2. ‖ϕς(ψ) − ϕζ(0)‖Γ̃ ≤ CR∗;

3. |ς(ψ) − ζ (0)| ≤ CR∗.

Here C depends only on r1, r2, r
′
2, I1 and I2, I

′
2.

Proof. First note that Γ̃ is a Hilbert space. There exists 0 < r′′1 < r0 and a non-empty
open interval I ′′1 ⋐ I0, with corresponding domain Z′′

1 := Z(r′′1 , I
′′
1 ) and M′′

1 := M(Z′′
1)

such that for ψ that in ‖ · ‖Γ̃-norm are sufficiently close to M′′
1 the orthogonal projection

of ψ onto M0 exists and is unique. To see this, define fψ(ζ) := ‖ψ − ϕζ‖2
Γ̃
. Observe

that fψ ∈ C2(Z0,R), and that Z0 is a convex open set. To see that fψ has a minimum,
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it suffices to show that (i) there exists a ζ (0) = ζ (0)(ψ) such that f ′
ψ(ζ (0)) = 0 and (ii)

f ′′
ψ(ζ) > 0, for all ζ ∈ Z0. To show (ii), we calculate

(f ′′
ψ(ζ))jk =

(

ψ − ϕζ , ∂ζjzk,ζ
)

Γ̃
+

(

zj,ζ, zk,ζ
)

Γ̃
, (6.10)

where zk,ζ := ∂ζkϕζ . The last term, (f ′′
ϕζ

(ζ))jk =
(

zj,ζ, zk,ζ
)

Γ̃
simplifies to

(

zj,v,µ, zk,v,µ
)

Γ̃
,

since phase and translation vanish in the integral. By the reflection symmetries of zk,v,µ,
see Proposition 4.3(ii), together with the fact that both |x| and

√
1 − ∆ commutes with

rotation and reflection, we find that det f ′′
ϕv,µ

(ζ) > 0 for |v| ≤ r′′1 , for some 0 < r′′1 < r0
and µ ∈ I ′′1 , and I ′′1 open an non-empty, such that I ′′1 ⋐ I0. To extend the positivity of
f ′′
ϕv,µ

to positivity of f ′′
ψ, we see that the first term in (6.10) can be made small, when

‖ψ − ϕζ‖Γ̃ is small. Thus, for ψ sufficiently close to M(Z(r′′1 , I
′′
1 )) we have f ′′

ψ > 0 and
we have proved (ii). To show (i), we note that f ′

ϕζ
(ζ) = 0, f ′′

ϕζ
> 0 and f ′

ψ ∈ C1 thus we
can use the implicit function theorem to find a small neighborhood of ϕζ where there is
a C1-map ζ (0)(ψ) such that fψ(ζ (0)) = 0. Furthermore, this map ζ (0) is unique and we
have shown (i). Thus close to the manifold there exists a unique minimizer.

Now repeating the minimization procedure and replace Z0 with the smaller domain
Z′

2 we find that there is a orthogonal minimizer on Z′′
2, where Z′′

2 := Z(r′′2 , I
′′
2 ) for some

0 < r′′2 < r′2 and I ′′2 non-empty and open, I ′′2 ⋐ I ′2. Let M′′
2 := M(Z′′

2).
The projection on M′′

2 is denoted by ϕζ(0) and the inverse of the map ζ 7→ ϕζ is the

coordinate map of the manifold and uniquely defines ζ (0). The corresponding radii R3,
ρ3 of balls in Γ̃ and R8 respectively depends on the centrum point ϕζ(c) respectively ζ (c)

around which the implicit function theorem above is constructed. Analogously to the
proof of Corollary 6.6 we can reduce the domain of center positions, ζ (c) ∈ Z(r2, I2), for
some 0 < r2 < r′′2 , I2 ⋐ I ′′2 and thus find uniform radii R4, ρ4 where the decomposition is
valid. Moreover, by continuity of the the map ζ (0)(ψ) we have R4 = cρ4 for some c > 0.
Let Z2 := Z(r2, I2).

We now show part 2 and 3. Let R∗ = min(R4, R2) (where R2 is the radius where the
symplectic decomposition is valid). For ψ ∈ bR∗

(ϕζ(c)), ζ
(c) ∈ Z2 both the orthogonal

and the symplectic projection is well defined. We note that ϕζ(0) ∈ bR∗
(ϕζ(c)) and that

‖ϕς(ψ) −ϕζ(c)‖Γ̃ ≤ C ′R∗ thus

‖ϕζ(0) − ϕς(ψ)‖Γ̃ ≤ CR∗. (6.11)

Furthermore, since ζ (0) ∈ B8
c′R∗

(ζ (c)) and ς(ψ) ∈ B8
c′′R∗

(ζ (c)), it follows that |ζ (0)−ς(ψ)| ≤
CR∗.

Proof of Proposition 6.1. We first note that r2 < r′2, I2 ⋐ I ′2, with corresponding Z2 =
Z(r2, I2). With R∗ > 0 as chosen in Lemma 6.7 we note that UR∗

(Z), is the union of
balls bR∗

(ϕζ(c)) over all central points in ζ (c) ∈ Z2. By Lemma 6.7, there exists a point

ζ (0) ∈ Z2 such that ϕζ(0) is the orthogonal projection of ψ onto M1. Part (2) and (3) of
this lemma ensure that (ii) and (iii) of the Proposition 6.1 is satisfied with δ = R∗.

Lemma 6.4 on the smaller balls, with radii R∗ and ρ2 = cR∗ chosen as above, shows
that in each such ball there exists a unique C1 map ς, with the property that

ω(ψ − ϕς(ψ), z) = 0 (6.12)
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for all z ∈ Tϕς(ψ)
M1. As shown above, ς is unique in each ball, hence it is unique in

Uδ(Z2), with δ = R∗.
That the decomposition exists forψ in an even smaller set, M(Z3), with Z3 = Z(r3, I3),

0 < r3 < r2, I3 non-empty, open interval, I3 ⋐ I2, is clear. To show that the resulting
decomposition map ς ∈ Z2 rather than in Z1 and verify Part (ii) and (iii) of this proposi-
tion for this smaller set, is done by repeating the above lemmas and corollaries with Z1

replaced with Z2. The resulting radius δ > 0, with ψ ∈ bδ(ϕζ(c)) will be smaller or equal
to R∗ constructed above.

Due to the uniform radii constructed above, we find that the constant C in the
Part (ii) and (iii) of the proposition depend only on the r’s and the I’s constructed
above and not on the points ς or ζ (0). We have proved the proposition.

7 Dynamics in a moving frame

In this section we apply the unique decomposition provided by Proposition 6.1 to a class
of solutions of (1.1) and find the resulting equations for the decomposed parts. Another
way to see this decomposition is that we make the change of variables ψ 7→ (ζ, ξ) and
derive the equation of motion for this set of variables. As mentioned above, ξ can be
seen as a perturbation to a solitary wave parameterized by ζ .

For the decomposition of a solution ψ to Eq. (1.1) to exist, we require that ψ to
remain in the tubular neighborhood Uδ(Z2) for some interval of times. This is ensured
by the requirement that the corresponding initial condition ψ0 belongs to Uδ(Z3). The
decomposition is defined by the unique function ς(ψ), with ς = (y, v, ϑ, µ) that solves
the equation G(ψ, ζ) = 0, where G(ψ, ζ) := ω(ψ − ϕζ , z·,ζ), and the relation

ψ(x, t) = e−ϑ(t)J
(

ϕv(t),µ(t)(x− y(t)) + ξ(x− y(t), t)
)

. (7.1)

Thus, the existence of ς ensures that ω(ξ, z) = 0 for all z in Tϕv,µM2. Here

e−ϑJ =

(

cosϑ − sinϑ
sin ϑ cos ϑ

)

. (7.2)

The solution ψ depends on time, and consequently so does ζ(t) := ς(ψ(·, t)) and ξ.
By substituting the decomposition (7.1) into the Eq. (2.15) (which is the Hamiltonian

formulation of (1.1)) and upon applying ‘projections’ of the symplectic form we have the
result:

Proposition 7.1. Let Uδ(Z3) be defined as above. Suppose that Assumption 2.1 is sat-
isfied. Let ψ(·, t) be a solution to (2.15) with initial condition ψ0 ∈ Uδ(Z3) and let ξ(·, t)
and ζ(t) = (y(t), v(t), ϑ(t), µ(t)) be the decomposed parameters corresponding to ψ(·, t).
Furthermore, let the external potential V satisfy (3.1) for some ε > 0. Then,

(i) the parameters ζ = (y, v, ϑ, µ) satisfy the modulation equations

αj + N (ϕv,µ)

3
∑

ν=1

(Ωϕv,µ)
−1
jν ∂yνV (y) = Yj (7.3)
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where
α := (v − ẏ, v̇, µ− ϑ̇− V (y), µ̇), (7.4)

and the perturbation terms Yj are given as the right-hand side of (7.23) and satisfies
the estimate

|Y | ≤ C(‖ξ‖3

H
1

2

+ ‖ξ‖2

H
1

2

+ ε2 + |α|‖ξ‖2). (7.5)

Furthermore, we have |α| ≤ Cε+ |Y |. Here Ωϕv,µ is the matrix (5.9) and n(µ, v) =
N (ϕv,µ). The constant C depends only on r1, r2, I1 and I2, see Proposition 5.1
and 6.1.

(ii) Furthermore, the perturbation ξ satisfies the equation of motion

ξ̇ = J(Lv,µξ + Mϕv,µ(ξ) + (Vy − V (y))ξ +RVϕv,µ)

−
(

(v − ẏ) · ∇x(ϕv,µ + ξ) + v̇ · ∇vϕv,µ + µ̇∂µϕv,µ

+ (µ− ϑ̇− V (y))J(ϕv,µ + ξ) − Jx · ∇xV (y)ϕv,µ

)

, (7.6)

where Lv,µ is defined in (2.21),

−Mϕv,µ(ξ) = (
1

|x| ∗ |ξ|
2)ϕv,µ +

( 2

|x| ∗ (ϕv,µ · ξ)
)

ξ + (
1

|x| ∗ |ξ|
2)ξ (7.7)

and
RV (x) := Vy(x) − V (y) − x · ∇yV (y), (7.8)

where Vy(x) = V (x+ y).

Remark 7.2. With the explicit form of Ωϕv,µ in Corollary 5.3 we rewrite Eq. (7.3)
and (7.4) as

γv̇ + ∇yV (y) = N (ϕv,µ)
−1(Y4, Y5, Y6)

T µ̇− n−1
,µ n

T
,vγ

−1∇yV (y) = Y8 (7.9)

ẏ − v = −(Y1, Y2, Y3) ϑ̇− µ+ V (y) = −Y7, (7.10)

where n := N (ϕv,µ), n,vj = ∂vjN (ϕv,µ), n,µ = ∂µN (ϕv,µ), τjk :=
(

∂vjϕv,µ, Lv,µ∂vkϕv,µ
)

2
and γjk := n−1(τjk + n−1

,µ n,vjn,vk). See also Corollary 7.4 below.

Remark 7.3. The expression (7.6) is equivalent to (2.15) in the moving frame and
with the decomposition (7.1) inserted. This equation does contain the information about
Eqns. (7.9)–(7.10). We can of course remove this information from (7.6) by a ‘projec-
tion’. But since we do not explicitly need this form of Eq. (7.6), we have refrained from
writing out this expression.

Proof. By Proposition 7.5 and ψ0 ∈ Uδ(Z3), the solution ψ to Eq. (2.15) satisfies ψ ∈
Uδ(Z2) for some positive times, and the decomposition of ψ into (ζ, ξ) exists and is

31 May 17, 2006



unique. For such times we express (2.15) in terms of ζ, ξ, with ζ ∈ Z1. First, we
calculate the time derivative of (7.1):

dtψ = e−ϑJ
(

− ẏ ·
(

∇xϕv,µ(x− y) + ∇xξ(x− y, t)
)

+ v̇ · ∇vϕv,µ(x− y)

+ µ̇∂µϕv,µ(x− y) − ϑ̇J
(

ϕv,µ(x− y) + ξ(x− y, t)
)

+ ∂tξ(x− y, t)
)

. (7.11)

We denote the decomposition of ψ inserted into the right-hand side of (2.15) by A. That
is

A := JH′
V (e−ϑJ(ϕv,µ(x− y) + ξ(x− y, t))). (7.12)

We expand H′
V around ϕv,µ, with the relations E ′

v,µ(ϕv,µ) = H′
V≡0(ϕv,µ) + µϕv,µ − v ·

∇xJϕv,µ, Lv,µ := E ′′
v,µ(ϕv,µ) (for its explicit form see (2.21)) and E ′

v,µ(ϕζ) = 0 we find

A = e−ϑJJ
(

Lv,µξ − µ(ϕv,µ + ξ) + v · ∇xJ(ϕv,µ + ξ) + Mϕv,µ(ξ)
)

(x− y, t)+

(V (x) − V (y) + V (y))(ϕv,µ(x− y) + ξ(x− y, t)), (7.13)

where
Mϕv,µ(ξ) := H′

V (ϕv,µ + ξ) −H′
V (ϕv,µ) −H′′

V (ϕv,µ)ξ. (7.14)

We insert the explicit form of HV into the expression for Mϕv,µ above, simplification
gives the result (7.7).

The expressions (7.11) and (7.13) are the right and left-hand side of (2.15). Both sides
have a common phase which we cancel. Furthermore, both sides also have a common
spacial translation x 7→ x− y(t), which we remove. That is, we consider the equation in
a moving frame. Thus, we can rewrite (2.15) into the form

(v − ẏ) · ∇x(ϕv,µ + ξ) + v̇ · ∇vϕv,µ + (µ− ϑ̇− V (y))J
(

ϕv,µ + ξ
)

+ µ̇∂µϕv,µ

−∇yV (y) · xJϕv,µ + ∂tξ = J
(

Lv,µξ + Mϕv,µ(ξ) + (Vy − V (y))ξ) +RVϕv,µ
)

, (7.15)

after collecting terms of similar types. Here Vy(x) := V (x + y), and ϕv,µ and ξ are
evaluated at x and x, t respectively. Furthermore, RV is defined as

RV (x) := Vy(x) − V (y) − x · ∇yV (y). (7.16)

Thus (7.15) is the desired equation (7.6) with the terms somewhat rearranged. We have
showed part (ii) of the proposition. See also Remark 7.3.

To show part (i), let zk ∈ Tϕv,µM1 where {zk} are ordered as in (5.1), and apply the
symplectic form ω(zk, ·) to (7.15), then:

ω(zk, (v − ẏ) · ∇x(ϕv,µ + ξ) + v̇ · ∇vϕv,µ + (µ− ϑ̇− V (y))J(ϕv,µ + ξ) + µ̇∂µϕv,µ

−∇yV (y) · xJϕv,µ + ∂tξ)

= ω(zk, JLv,µξ + JMϕv,µ(ξ) + J(Vy − V (y))ξ + JRVϕv,µ). (7.17)

Denote the right-hand side of this equation with Bk, we claim that the term ω(zk, JLv,µξ)
vanishes for all zk ∈ Tϕv,µM1. To show this claim, first note the identity ω(zk, JLv,µξ) =
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(

Lv,µzk, ξ
)

2
, where we used that Lv,µ is symmetric. Secondly, Lv,µzk either is zero, or

Jzk′ for some k′; see eqns. (4.4) and (4.5). In the first case, we have showed the claim, in
the latter case recall that ξ satisfies the decomposition conditions (6.4). Thus we have
ω(zk′, ξ) = 0 and we have shown the claim. The consequence is

Bk = ω(zk, JMϕv,µ(ξ) + J(Vy − V (y))ξ + JRVϕv,µ). (7.18)

To estimate the nonlinear term in Bk, we use the Hardy-Littlewood-Sobolev inequal-
ity [21] and a Sobolev embedding theorem. The remaining terms involve the potential
and Taylor expansions of it, we bound these terms by using the fundamental theorem of
calculus, and eqn. (3.1). We find

Bk ≤ C(‖ξ‖3

H
1

2

+ ‖ξ‖2

H
1

2

+ ε2). (7.19)

We now return to (7.17), let the infinitesimal generators, K, and their coefficients,
α, be defined by

K := (∇x,∇v, J, ∂µ), α := (v − ẏ, v̇, µ− ϑ̇− V (y), µ̇). (7.20)

We keep the above notation B = (B1, . . . , B8) to represent the right-hand side of (7.17),
which by (7.19) is a perturbation for sufficiently small ξ and ε. With the observations
that ω(zk,∇xξ) = −ω(∇xzk, ξ), ω(zk, Jξ) = −ω(Jzk, ξ), ω(zk, ξ) = 0 and

0 = ∂tω(zk, ξ) = v̇ · ω(∇vzk, ξ) + µ̇ω(∂µzk, ξ) + ω(zk, ξ). (7.21)

we re-write (7.17) as
∑

j

(

(Ωϕv,µ)kj − ω(Kjzk, ξ)
)

αj − ω(zk,∇yV (y) · xJϕv,µ) = Bk, (7.22)

where (Ωϕv,µ)kj = ω(zk, Kjϕv,µ) is as in Corollary 5.3. Solving for the leading term in α
we find

αj−
∑

k

(Ωϕv,µ)
−1
jk ω(zk,∇yV (y) ·xJϕv,µ) =

∑

k

(

Ωϕv,µ)
−1
jk (Bk+

∑

l

ω(Klzk, ξ)αl
)

. (7.23)

Denote the right-hand side with Yj, then the uniform lower bound on Ωϕv,µ, given by
Proposition 5.1, yields that

|Y | ≤ C(ε2 + ‖ξ‖2|α| + ‖ξ‖2

H
1

2

+ ‖ξ‖3

H
1

2

). (7.24)

and |α| ≤ Cε + |Y |. The constant C, in both cases, depends only on r1, r2, I1 and I2.
Since zk = Kkϕv,µ we find that

ω(zk, x · ∇yV (y)) = −δkν∇yνV (y)N (ϕv,µ), (7.25)

for ν = 1, 2, 3. Thus

αj + N (ϕv,µ)

3
∑

ν=1

(Ω−1
ϕv,µ

)jν∇yνV (y) = Yj, (7.26)

and we have proved the proposition.
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We have derived a set of ordinary differential equations (7.3). The right-hand side
remains small by the main theorem, provided the decomposition exists. Standard ODE
theory shows that the solution to (7.3) is well defined as long as the decomposition is
well defined. This agrees with what we expect from the global well-posedness of the
solution ψ to (2.15).

We close this section with yet another form of (7.9):

Corollary 7.4. With the change of variables (µ, v) 7→ (N ,P), through N = N (ϕv,µ)
and P = P(ϕv,µ), defined in (2.13) and (2.14), the equations for v̇ and µ̇, (Eqns.(7.9))
take the form

dtP + N∇yV (y) = (X1, X2, X3)
T , (7.27)

dtN = X8, (7.28)

where each of Xj, j = 1, 2, 3, 8 are related to Yj above by Xj =
∑

k(Ωϕv,µ)jkYk.

Proof. Insert zk = (∇xϕv,µ, Jϕv,µ) into (7.17) and simplify to obtain

dtP(ϕv,µ) + N (ϕv,µ)∇yV (y) = (X1, X2, X3)
T (7.29)

dtN (ϕv,µ) = X8, (7.30)

where

Xj = ω(Kjϕv,µ, J(Mϕv,µ(ξ)+(Vy−V (y))ξ+RVϕv,µ))+

8
∑

k=1

αkω(KkKjϕv,µ, ξ), (7.31)

in which K is defined by (7.20). The change of variables (µ, v) 7→ (N ,P) gives (7.27)
and (7.28). To see the relation between X and Y , see equation (7.23).

Proposition 7.5. If ψ0 ∈ Γ̃, then the solution of (1.1) satisfies

ψ ∈ C0
(

[0, T ); Γ̃
)

,

where T ∈ (0,∞] is the maximal time of existence. Furthermore, we have that T = ∞
holds whenever N (ψ) < Nc, for some universal constant Nc > 2/π.

Proof. For Γ̃ ⊂ H
1

2 replaced by H
1

2 , the claim follows from the well-posedness results for
(1.1) proven in [20] (where also more general V ’s are treated).

It remains to show that t 7→ |x|1/2ψ(t) is a continuous map from [0, T ) into L2. First,
we notice that ψ0 ∈ Γ̃ implies that ψ(t) ∈ Γ̃ for all 0 ≤ t < T . This claim follows in
particular from a direct adaption of [12][Lemma A], yielding the formula

(

ψ(t), |x|ψ(t)
)

2
=

(

ψ(0), |x|ψ(t)
)

2
+

∫ t

0

(

ψ(s), J [|x|,
√
−∆ +m2]ψ(s)

)

2
ds. (7.32)

Here the commutator [|x|,
√
−∆ +m2] is a bounded operator on L2; see also [12] for this.
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Moreover, equation (7.32) shows in particular that t 7→ ‖|x|1/2ψ(t)‖2 is continuous.
Assume now that tn → t∗ ∈ [0, T ) is a sequence of times. Then un := |x|1/2ψ(tn)
is a bounded sequence in L2. By possibly passing to a subsequence, we have that un
converges weakly to some u∗ with lim infn→∞ ‖un‖2 ≥ ‖u∗‖2. But since t 7→ ‖|x|1/2ψ(t)‖2

is continuous, we have that limn→∞ ‖un‖2 = ‖u∗‖2 holds. Thus we conclude that un
actually converges strongly to u∗ in L2, showing that t 7→ |x|1/2ψ(t) is a continuous map
from [0, T ) into L2.

8 Weighted dynamics

Let ψ be a solution to (2.15) with initial condition ψ0 ∈ Uε(Z3). Then, under As-
sumption 2.1, there is, for some positive time, a unique decomposition of ψ into ζ, ξ
(Proposition 6.1). Furthermore, if we add that V satisfies (3.1) for some ε > 0, we find
the equations of motion for ξ in Proposition 7.1. Let Qδ0(t) :=

(

ξ(·, t)|x|e−δ0|x|, ξ(·, t)
)

2
.

In this section we use the equations of motions for ξ to show that the weighted expecta-
tion value Q(t) = Qδ0=0(t) is well defined and small.

We have the result:

Proposition 8.1. Let Uε(Z3) be defined as above. Let the Assumption 2.1 be satis-
fied, and let ψ be a solution to (2.15) with initial condition ψ0 ∈ Uε(Z3). Denote its
decomposition by (ζ, ξ). Let the external potential V satisfy (3.1), for some small pa-
rameter ε > 0. Then, for times such that the decomposition is unique there is a constant
0 < c <∞ depends only on rj, Ij, j = 1, 2, 3 such that

sup
s≤t

Qδ0(s) ≤ Qδ0(0) + ct sup
s≤t

(

Qδ0(s)(‖ξ(s)‖H
1

2
+ ‖ξ(s)‖2

H
1

2

)

+ (ε+ |α(s)|)‖ξ(s)‖2 + ‖ξ(s)‖2

H
1

2

+ ‖ξ(s)‖3

H
1

2

)

, (8.1)

where α is defined in (7.4).

Let Q(t) :=
(

ξ(·, t)|x|, ξ(·, t)
)

2
. From the above result and the assumption on the

initial condition in the main Theorem 3.1 we have

Corollary 8.2. Assume, in addition to the assumptions of Proposition 8.1, that ‖ψ0 −
ϕζ0‖Γ̃ ≤ ε < δ. Then there is a constant 0 < C < ∞ depending only on Ij and rj for
j = 1, 2, 3 such that

sup
s≤t

Q(s) ≤ Cε+ sup
s≤t

‖ξ(s)‖
H

1

2
, (8.2)

for positive times t such that ψ ∈ Uδ(Z1) and such that time, t, satisfies the inequality

t ≤ 1

2c

1

ε+ sups≤t(|α(s)| + ‖ξ(·, s)‖
H

1

2
+ ‖ξ(·, s)‖2

H
1

2

)
, (8.3)

with constant c as in Proposition 8.1.
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Proof of Corollary 8.2. By assumption ‖ψ0 −ϕζ0‖Γ̃ ≤ ε, thus by the definition of ‖ · ‖Γ̃,
‖(ε|x|1/2)(ψ0 −ϕζ0)‖2 ≤ ε. Hence

‖ψ0 − ϕς(ψ0)‖Γ̃ ≤ ε+ ‖ϕς(ψ0) −ϕζ0‖Γ̃. (8.4)

Part (ii) in Proposition 6.1 yields that ‖ϕζ0 −ϕς(ψ0)‖Γ̃ ≤ Cε. Thus Qδ0(0) ≤ Q(0) ≤ Cε.
As we consider times, the decomposition time, such that ψ ∈ Uδ(Z2) (and hence

ζ(t) ∈ Z1), we have that the result in Proposition 8.1 holds. Let t be such that it is
smaller than the minimum of the decomposition time and the times such that (8.3) holds.
For such times, estimate (8.1) simplifies to

sup
s≤t

Qδ0(s) ≤ Cε+
1

2
‖ξ‖

H
1

2
. (8.5)

The right-hand side is independent of δ0, we can thus take the limit to find the result (8.2).

Proof of Proposition 8.1. Notice that

Qδ0(t) = Qδ0(0) +

∫ t

0

dsQδ0(s) ds. (8.6)

Since Qδ0 is positive for all times, we find

Qδ0(t) ≤ Qδ0(0) + t sup
s≤t

|dsQδ0(s)|. (8.7)

The right-hand side is independent under the map t→ s,
∑

s≤t. Thus we find

sup
s≤t

Qδ0(s) ≤ Qδ0(0) + t sup
s≤t

|dsQδ0(s)|. (8.8)

To bound this we need to estimate dsQδ0(s). As mentioned in the introduction to
this section we have assumed ψ0 ∈ Uε(Z3), thus for some times (to be determined)
ψ ∈ Uδ(Z2). For such ψ, there is, under Assumption 2.1 and by Proposition 6.1, a
unique decomposition of ψ 7→ (ξ, ζ). Proposition 7.1 yields the equation of motion for
ξ in (7.6), that is

∂tξ = J
(

Lv,µξ + Mϕv,µ(ξ) + (Vy − V (y))(ξ +ϕv,µ)
)

+ (ẏ − v) · ∇
(

ϕv,µ + ξ
)

− v̇ · ∇vϕv,µ − µ̇∂µϕv,µ − (µ− ϑ̇− V (y))J(ϕv,µ + ξ), (8.9)

where Lv,µ is the 4×4 matrix operator introduced in (2.21). We repeat the explicit form
of Lv,µ for clarity.

L11ξ1 :=
√
−∆ +m2ξ1 + (−m+ µ)ξ1 −

1

|x| ∗ |ϕv,µ|
2ξ1 − (

2

|x| ∗ (ξ1ϕ
(1)
v,µ))ϕ

(1)
v,µ, (8.10)

L12ξ2 := v · ∇ξ2 − (
2

|x| ∗ (ξ2ϕ
(2)
v,µ))ϕ

(1)
v,µ, (8.11)

L21ξ1 := −v · ∇ξ1 − (
2

|x| ∗ (ξ1ϕ
(1)
v,µ))ϕ

(2)
v,µ, (8.12)

L22ξ2 :=
√
−∆ +m2ξ2 + (−m+ µ)ξ2 − (

1

|x| ∗ |ϕv,µ|
2)ξ2 − (

2

|x| ∗ (ξ2ϕ
(2)
v,µ))ϕ

(2)
v,µ, (8.13)
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where we have used the notation ϕv,µ = (ϕ
(1)
v,µ, ϕ

(2)
v,µ)T . We regularize |x| by

fδ0(x) := |x|e−δ0|x|. (8.14)

This is a bounded function, and 2Qδ0 :=
(

ξ, fδ0ξ
)

2
is well defined, since ξ ∈ L2 and

fδ0 ∈ L∞.
The time derivative of Qδ0 can be expressed as

2dtQδ0 =
(

∂tξ, fδ0ξ
)

2
+

(

ξ, fδ0∂tξ
)

2
= 2

(

∂tξ, fδ0ξ
)

2
. (8.15)

Inserting the above equation for ξ, we find

dtQδ0 =
(

J
(

Lv,µξ + Mϕv,µ(ξ) + (Vy − V (y))(ξ +ϕv,µ)
)

, fδ0ξ
)

2

+
(

− v̇ · ∇vϕv,µ − µ̇∂µϕv,µ − (µ− ϑ̇− V (y))J(ϕv,µ + ξ), fδ0ξ
)

2

+
(

(ẏ − v) · ∇(ϕv,µ + ξ), fδ0ξ
)

2
. (8.16)

To simplify this expression, we note that
(

Ja, r(x)a
)

2
= 0 for all bounded scalar functions

r(x). Similarly 2
(

∇a, ra
)

2
= −

(

a, a∇r
)

2
, for any scalar function r(x). Thus

dtQδ0 =
(

J
(

Lv,µξ + Mϕv,µ(ξ)
)

, fδ0ξ
)

2
+

(

J(Vy − V (y))ϕv,µ, fδ0ξ
)

2
+

(ẏ − v) · (
(

∇ϕv,µ, fδ0ξ
)

2
− 1

2

(

ξ, ξ∇fδ0
)

2
)

− (µ− ϑ̇− V (y))
(

Jϕv,µ, fδ0ξ
)

2
−

(

v̇ · ∇vϕv,µ + µ̇∂µϕv,µ, fδ0ξ
)

2
. (8.17)

To estimate dtQδ0 , we begin with recalling the definition of α in eqn. (7.4), thus all
the terms terms ẏ−v, v̇, etc. are bounded by |α|. Furthermore, we note that |∇fδ0 | ≤ 1.
Thus

|dtQδ0 | ≤ |
(

JLv,µξ, fδ0ξ
)

2
| + |

(

Mϕv,µ(ξ), fδ0ξ
)

2
| + Cε‖|x|fδ0ϕv,µ‖2‖ξ‖2

+ |α|(‖fδ0∇ϕv,µ‖2 + ‖fδ0Jϕv,µ‖2 + ‖fδ0∂µϕv,µ‖2 + ‖fδ0∇vϕv,µ‖2)‖ξ‖2 +
1

2
‖ξ‖2

2. (8.18)

By Proposition 4.3, we know that all terms of the form ‖fδ0zj‖2 satisfy ‖fδ0zj‖2 ≤
‖|x|zj‖2 ≤ C, where zj is of the form Kϕv,µ and K ∈ {|x|,∇x, J, ∂µ,∇v}, and C being
independent of δ0. Hence

|dtQδ0 | ≤ |
(

JLv,µξ, fδ0ξ
)

2
| + |

(

JMϕv,µ(ξ), fδ0ξ
)

2
| + C(ε+ |α|)‖ξ‖2 +

1

2
‖ξ‖2

2. (8.19)

To estimate the term
(

Lv,µξ, fδ0ξ
)

2
, we write down this expression in detail

(

JLv,µξ, fδ0ξ
)

2
=

(

(

0 1
−1 0

) (

L11 L12

L21 L22

)

ξ, fδ0ξ
)

2
=

(

(

L21 L22

−L11 −L12

)

ξ, fδ0ξ
)

2

=
(

L21ξ
(1) + L22ξ

(2), fδ0ξ
(1)

)

2
−

(

L11ξ
(1) + L12ξ

(2), fδ0ξ
(2)

)

2
. (8.20)
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Inserting the explicit expressions for the operator Lv,µ yields

(

L12ξ
(2), fδ0ξ

(2)
)

2
=

(

v · ∇ξ(2), fδ0ξ
(2)

)

2
−

( 2

|x| ∗ (ϕ(2)
v,µξ

(2))ϕ(1)
v,µ, fδ0ξ

(2)
)

2

= −v
2
·
(

ξ(2), ξ(2)∇fδ0
)

2
−

( 2

|x| ∗ (ϕ(2)
v,µξ

(2)), fδ0ϕ
(1)
v,µξ

(2)
)

2
. (8.21)

Once again we observe that supx |∇fδ0 | ≤ 1 holds, independent of δ0. Using the Hardy-
Littlewood-Sobolev inequality we thus find

|
(

L12ξ
(2), fδ0ξ

(2)
)

2
| ≤ 2|v|‖ξ(2)‖2

2 + C‖ϕ(2)
v,µξ

(2)‖12/5‖fδ0ϕ(1)
v,µξ

(2)‖12/5

≤ 2|v|‖ξ(2)‖2
2 + C‖ξ(2)‖2

12/5(‖ϕ(2)
v,µ‖12/5

∞ ‖fδ0ϕ(1)
v,µ‖12/5

∞ )5/12. (8.22)

Observe that fδ0 ≤ |x|, sup ||x|ϕv,µ| < C and that ‖ξ‖12/5 ≤ C‖ξ‖
H

1

2
. We find that

|
(

L12ξ
(2), fδ0ξ

(2)
)

2
| ≤ 2|v|‖ξ(2)‖2

2 + C‖ξ(2)‖2

H
1

2

. (8.23)

For the L21-term we have

(

L21ξ
(1), fδ0ξ

(1)
)

2
=

(

− v · ∇ξ(1), fδ0ξ
(1)

)

2
−

( 2

|x| ∗ (ϕ(1)
v,µξ

(1))ϕ(2)
v,µ, fδ0ξ

(1)
)

2

=
v

2
·
(

ξ(1), ξ(1)∇fδ0
)

2
−

( 2

|x| ∗ (ϕ(1)
v,µξ

(1)), fδ0ϕ
(2)
v,µξ

(1)
)

2
. (8.24)

Similar to the estimate of L12, we obtain that

|
(

L21ξ
(1), fδ0ξ

(1)
)

2
| ≤ 2|v|‖ξ(1)‖2

2 + C‖ξ(1)‖2

H
1

2

. (8.25)

The last two terms yield

(

L22ξ
(2), fδ0ξ

(1)
)

2
−

(

L11ξ
(1), fδ0ξ

(2)
)

2
=

(
√
−∆ +m2ξ(2) + (−m+ µ)ξ(2) − (

1

|x| ∗ |ϕv,µ|
2)ξ(2) − (

2

|x| ∗ (ξ(2)ϕ(2)
v,µ))ϕ

(2)
v,µ, fδ0ξ

(1)
)

2

−
(
√
−∆ +m2ξ(1) + (−m+ µ)ξ(1) − (

1

|x| ∗ |ϕv,µ|
2)ξ(1) − (

2

|x| ∗ (ξ(1)ϕ(1)
v,µ))ϕ

(1)
v,µ, fδ0ξ

(2)
)

2

=
(

[fδ0 ,
√
−∆ +m2]ξ(2), ξ(1)

)

2
−

(

(
2

|x| ∗ (ξ(2)ϕ(2)
v,µ))ϕ

(2)
v,µ, fδ0ξ

(1)
)

2

+
(

(
2

|x| ∗ (ξ(1)ϕ(1)
v,µ))ϕ

(1)
v,µ, fδ0ξ

(2)
)

2
, (8.26)

where [A,B] = AB −BA. The last two terms are both bounded by C‖ξ‖2

H
1

2

, analogous

to the estimate for L12. For the first term we use [9, Lemma A.3], see also Stein [29],
that shows

|
(

[fδ0 ,
√
−∆ +m2]ξ(2), ξ(1)

)

2
| ≤ C‖ξ‖2

2, (8.27)
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with C independent of δ0. Thus we find, using that |v| ≤ 1,

|
(

JLv,µξ, fδ0ξ
)

2
| ≤ C‖ξ‖2

H
1

2

. (8.28)

The last term to estimate is
(

Mϕv,µ(ξ), fδ0ξ
)

2
. To this end, we recall from Proposi-

tion 7.1 that

−Mϕv,µ(ξ) =
1

|x| ∗ |ξ|
2ϕv,µ +

2

|x| ∗ (ϕv,µ · ξ)ξ +
1

|x| ∗ |ξ|
2ξ. (8.29)

In this case we cannot use the Hardy-Littlewood-Sobolev estimate. But instead we can
use the Kato [17, §V.5.4, eq. (5.33)] inequality:

∫

R3

1

|y| |ξ(y) · u(y)| dy ≤ C‖u‖
H

1

2
‖ξ‖

H
1

2
; (8.30)

see e.g., [14]. We estimate
(

Mϕv,µ(ξ), fδ0ξ
)

2
as follows

|
(

Mϕv,µ(ξ), fδ0ξ
)

2
| ≤ ‖fδ0 |ξ|2‖1 sup

x

∫

R3

(
1

|y|(|ξ(x+ y)|2 + |ξ(y + x) ·ϕv,µ(y + x)|)) dy

+ ‖fδ0ϕv,µ · ξ‖1 sup
x

∫

R3

1

|y| |ξ(y + x)|2 dy. (8.31)

Using (8.30) we find

|
(

Mϕv,µ(ξ), fδ0ξ
)

2
| ≤ ‖fδ0 |ξ|2‖1(‖ξ‖2

H
1

2

+ ‖ξ‖
H

1

2
‖ϕv,µ‖H

1

2
) + ‖fδ0ϕv,µξ‖1‖ξ‖2

H
1

2

. (8.32)

Note that ‖fδ0 |ξ|2‖1 = Qδ0(t) and ‖fδ0ϕv,µ · ξ‖1 ≤ C‖ξ‖2, where C is independent of δ0.
Thus

|
(

Mϕv,µ(ξ), fδ0ξ
)

2
| ≤ c‖ξ‖3

H
1

2

+ c‖ξ‖
H

1

2
(1 + ‖ξ‖

H
1

2
)Qδ0(t), (8.33)

where c is independent of δ0.
Inserting the results in (8.28) and (8.33) into (8.19) yields

|dtQδ0 | ≤ C‖ξ‖2

H
1

2

+ c‖ξ‖3

H
1

2

+ c‖ξ‖
H

1

2
(1 + ‖ξ‖

H
1

2
)Qδ0 + C(ε+ |α|)‖ξ‖2. (8.34)

This concludes the proof of the proposition.

9 Estimates of the Lyapunov functional from below

In this section, we define a Lyapunov functional S = S(t) as

S := Uµ,v,y(ψ) − Uµ,v,y(ϕζ). (9.1)

Here Uµ,v,y is defined by

Uµ,v,y(ψ) := (µ− V (y))N (ψ)− 1

2
v ·

(

∇Jψ,ψ
)

2
+ HV (ψ) (9.2)
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where N (ψ) := 1
2
‖ψ‖2

2, and

HV (ψ) :=
1

2

(

ψ, (
√
−∆ +m2 −m)ψ

)

2
+

1

2

(

Vψ,ψ
)

2
−

( 1

4|x| ∗ |ψ|
2, |ψ|2

)

2
. (9.3)

The function Uµ,v,y is a linear combination of conserved and almost conserved quantities,
HV , N , and P.

The parameters ζ = (y, v, ϑ, µ) above are chosen such that if ψ is decomposed then
ζ = ς(ψ) (see Proposition 6.1, for the construction of ς). In this section we show that
this Lyapunov functional is coercive up to small corrections. This will be used to bound
the perturbations ξ from above.

We recall the notation and a result shown in previous sections: If ψ ∈ Uδ(Z2) then,
under Assumption 2.1, there exists a unique decomposition of ψ → (ζ = (y, v, ϑ, µ), ξ)
by ζ ∈ Z1 (see Proposition 6.1).

We have the result:

Proposition 9.1. Let ψ ∈ Uδ(Z2) and let Assumption 2.1 be satisfied. Denote the
unique decomposition of ψ by (ζ, ξ). Let the external potential V satisfy (3.1) for some
number ε > 0 and let ρ = ρ(r1, I1) > 0, be defined as in Proposition B.1. Then

S ≥ 7

8
ρ‖ξ‖2

H
1

2

− CεQ− Cε2 − C‖ξ‖4

H
1

2

, (9.4)

with Q :=
(

ξ, |x|ξ
)

2
.

Remark 9.2. The major limitation of ε appears here. The lower bound, ρ, depends on
the distance from zero to the start of the essential spectrum and is hence of size ℓ−1

sol,
whereas the upper bound (next section) is given in terms of gradients of the potential,
initial distances both parameterized by ε together with the so far unknown size of the
perturbation ξ. Thus the requirement that ε = ℓsol/ℓpot ≪ 1 arises here.

Proof. Using the decomposition (Proposition 6.1) of ψ into ζ, ξ, with (y, v, ϑ, µ) = ζ :=
ς(ψ) we can write ψ as Uδ(Z2) ∋ ψ(x, ·) = e−Jϑ(ϕv,µ(x− y)+ ξ(x− y, ·)). Inserting this
into S gives

S = Uµ,v,y(ψ) − Uµ,v,y(ϕζ) =
(

U ′
µ,v,y(ϕv,µ(· − y)), ξ(· − y)

)

2

+
1

2

(

U ′′
µ,v,y(ϕv,µ(· − y))ξ(· − y), ξ(· − y)

)

2
+ Rµ,v(ξ,ϕv,µ)

= A +B + Rµ,v(ξ,ϕv,µ). (9.5)

Here we define A as
A :=

(

U ′
µ,v,y(ϕv,µ(· − y)), ξ(· − y)

)

2
, (9.6)

and B as

B :=
1

2

(

U ′′
µ,v,y(ϕv,µ(· − y))ξ(· − y), ξ(· − y)

)

2
. (9.7)
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The remainder, Rµ,v(ξ,ϕv,µ) is defined as

Rµ,v(ξ,ϕv,µ) :=
1

4

( 1

|x| ∗ (|ϕv,µ + ξ|2), |ϕv,µ + ξ|2
)

2
− 1

4

( 1

|x| ∗ (|ϕv,µ|2), |ϕv,µ|2
)

2

−
( 1

|x| ∗ (|ϕv,µ|2),ϕv,µ · ξ
)

2
− 1

2

( 1

|x| ∗ (|ϕv,µ|2), |ξ|2
)

2

−
( 1

|x| ∗ (ϕv,µ · ξ),ϕv,µ · ξ
)

2
, (9.8)

Rµ,v can also be defined directly from (9.5) as the remainder of the their given Taylor
expansion of Uµ,v,y(ψ) around ϕv,µ to second order. Thus the rest term contains only
the Taylor expansion of the nonlinear term in Uµ,v,y which is what is written out above
in detail. By expansion of the polynomials, Rµ,v simplifies to

Rµ,v(ξ,ϕv,µ) = −
( 1

|x| ∗ |ξ|
2,ϕv,µ · ξ

)

2
− 1

4

( 1

|x| ∗ |ξ|
2, |ξ|2

)

2
. (9.9)

We now proceed to estimate the terms A, B and Rµ,v. We begin with Rµ,v. The
Hardy-Littlewood-Sobolev inequality yields

|Rµ,v(ξ,ϕv,µ)| ≤ c(‖ξ‖4
12/5 + ‖ξ‖3

12/5). (9.10)

From the Sobolev inequality we have ‖f‖12/5 ≤ C‖f‖H1/4 ≤ C‖f‖
H

1

2
. Hence,

|Rµ,v(ξ,ϕv,µ)| ≤ c′(‖ξ‖4

H
1

2

+ ‖ξ‖3

H
1

2

). (9.11)

Cauchy’s inequality in the form 2ab ≤ ηa2 + η−1b2 finally yields that

|Rµ,v(ξ,ϕv,µ)| ≤ C‖ξ‖4

H
1

2

+
ρ

16
‖ξ‖2

H
1

2

. (9.12)

To estimate A as defined in (9.6), we relate it to E ′
v,µ. The functional Ev,µ is defined

in (2.17) as

Ev,µ(ψ) := µN (ψ)− 1

2
v ·

(

∇Jψ,ψ
)

2
+ HV=0(ψ). (9.13)

All groundstates ϕv,µ satisfy (2.19), that is

E ′
v,µ(ϕv,µ) = 0. (9.14)

We write out the terms in A explicitly and identify E ′
v,µ(ϕv,µ). This gives

A =
(

U ′
µ,v,y(ϕζ(· − y)), ξ(· − y)

)

2
= (µ− V (y))

(

ϕv,µ, ξ
)

2
− v ·

(

∇Jϕv,µ, ξ
)

2

+
(

H′
V=0(ϕv,µ), ξ

)

2
+

(

Vyϕv,µ, ξ
)

2
=

(

E ′
v,µ(ϕv,µ), ξ

)

2
+

(

(Vy − V (y))ϕv,µ, ξ
)

2
. (9.15)

Using that E ′
v,µ(ϕv,µ) = 0 and

(

ϕv,µ, ξ
)

2
= 0, together with that V satisfies (3.1) for

some small ε, we find that

|A| = |
(

(Vy − V (y))ϕv,µ, ξ
)

2
| ≤ c1ε‖ξ‖2. (9.16)
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Next we estimate B defined in (9.7). We also rewrite B in terms of Lv,µ := E ′′
v,µ(ϕv,µ).

A calculation, similar to the one above, shows the relation

(

ξ(· − y)),U ′′
µ,v,y(ϕv,µ(· − y))ξ(· − y)

)

2
=

(

ξ, Lv,µξ
)

2
+

(

ξ, (Vy − V (y))ξ
)

2
(9.17)

Denote
B1 :=

(

ξ, (Vy − V (y))ξ
)

2
. (9.18)

On the space where w is symplectically orthogonal to Tϕv,µM, we have

(

ξ, Lv,µξ
)

2
≥ ρ‖ξ‖2

H
1

2

(9.19)

which is shown in Appendix B. Note that ρ here and in Proposition B.1 depends only
on r1 and I1.

To bound B1, we expand Vy around y to obtain

|B1| ≤ Cε‖|x|1/2ξ‖2
2. (9.20)

Hence B obeys the lower bound

B ≥ ρ‖ξ‖2

H
1

2

− Cε‖|x|1/2ξ‖2
2. (9.21)

To complete the proof, we use estimates (9.12), (9.16) and (9.21) to obtain

S ≥ ρ‖ξ‖2

H
1

2

− Cε‖|x|1/2ξ‖2
2 − c1ε‖ξ‖2 − C‖ξ‖4

H
1

2

− ρ

16
‖ξ‖2

H
1

2

. (9.22)

By using c1ε‖ξ‖2 ≤ 4c21ε
2/ρ+(ρ/16)‖ξ‖2

2 in the above equation we conclude the proof.

10 Estimates of the Lyapunov functional from above

In this section we show that the above defined Lyapunov functional S is almost conserved,
to cubic order in terms of small quantities. First, we recall that, mass, energy are
conserved and that the momentum satisfies the Ehrenfest identity i.e.,

dtN = 0, dt
(

J∇ψ,ψ
)

2
= −

(

ψ, (∇V )ψ
)

2
, dtHV = 0. (10.1)

The conservation laws are proved in [20] and for Ehrenfest’s lemma see the comment
after (2.16). Once again, recall that the Lyapunov-Schmidt functional is defined as

S := Uµ,v,y(ψ) − Uµ,v,y(ϕζ), (10.2)

with ζ = (y, v, ϑ, µ) = ς(ψ), provided that ς exists (see Proposition 6.1), and where

Uµ,v,y(ψ) := (µ− V (y))N (ψ)− 1

2
v ·

(

∇Jψ,ψ
)

2
+ HV (ψ). (10.3)

We can now state the following result.
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Proposition 10.1. Let Assumption 2.1 be satisfied and let ψ be a solution to (2.15),
with initial condition ψ0 ∈ Uε(Z3), ε ≤ δ. The decomposition of ψ, which exists for
some times, is denoted by (ζ = (y, v, ϑ, µ), ξ). Let α := (ẏ − v, v̇, µ − ϑ̇ − V (y), µ̇), see
eqn. (7.4), and let the external potential V satisfy (3.1) for some small parameter ε > 0.
Finally, let S(t) be defined as above. Then

|S(t)| ≤ |S(0)| + Ct sup
s≤t

(

(ε+ |α(s)|)(ε2 + ‖ξ(·, s)‖2

H
1

2

) + ‖ξ(·, s)‖3

H
1

2

(1 + ‖ξ(·, s)‖2

H
1

2

)
)

,

(10.4)
where C depends only on rj, and Ij, j = 1, 2, 3.

Using Proposition 6.1, we have the following corollary.

Corollary 10.2. In addition to the assumptions in Proposition 10.1, we assume that
‖ψ0 −ϕζ0‖Γ̃ ≤ ε < δ, for ε sufficiently small. Then

|S(t)| ≤ Cε2+Ct sup
s≤t

(

(ε+|α(s)|)(ε2+‖ξ(·, s)‖2

H
1

2

)+‖ξ(·, s)‖3

H
1

2

(1+‖ξ(·, s)‖2

H
1

2

)
)

, (10.5)

Proof. Expanding S(0) = Uµ,v,y(ψ) − Uµ,v,y(ϕζ)|t=0, around the soliton yields

|S(0)| ≤ |
(

(Vy − V (y))ϕv,µ, ξ
)

2
| + |

(

Lv0,µ0ξ, ξ
)

2
| + |

(

(Vy − V (y))ξ, ξ
)

2
|

+ |Rµ,v(ξ,ϕv0,µ0)|
∣

∣

t=0
. (10.6)

Here Rµ,v is defined in (9.9). Using estimate (9.12) yields

|S(0)| ≤ C(ε2 + (1 + ε)‖ξ‖2

H
1

2

+ ‖ξ‖4

H
1

2

)
∣

∣

t=0
(10.7)

To estimate ‖ξ‖
H

1

2

∣

∣

t=0
, we recall from Proposition 6.1(ii) with ψ0 ∈ Uε(Z3) that

‖ξ‖
H

1

2

∣

∣

t=0
= ‖ψ0 − ϕς(ψ0)‖H

1

2
≤ ‖ψ0 −ϕζ0‖H

1

2
+ ‖ϕζ0 − ϕς(ψ0)‖H

1

2
≤ Cε. (10.8)

Here C depends only on Ij and rj, j = 1, 2, 3. Since ε4 ≤ Cε2, we find that

|S(0)| ≤ Cε2, (10.9)

whenever ε is sufficiently small.

Proof of Proposition 10.1. The proof of this proposition is a straightforward calculation.
Using that

S(t) − S(0) =

∫ t

0

dsS(s) ds, (10.10)

we find
|S(t)| ≤ |S(0)| + t sup

s≤t
|dsS(s)|. (10.11)

Thus the desired result corresponds to controlling |dtS| in terms which are of third order
or higher in ε, |α| and ‖ξ‖

H
1

2
.
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By Proposition 7.5 and ψ0 ∈ Uδ(Z3) there is some positive time such that the solution
ψ to (2.15) satisfies ψ ∈ Uδ(Z2) to (2.15) and the it has a unique decomposition into
ζ, ξ.

We now calculate the time derivative of Uµ,v,y(ψ) for a solution ψ to (2.15). By (10.1),
we find

dtUµ,v,y(ψ) = N (ψ)dt(µ− V (y)) − 1

2
v̇ ·

(

J∇ψ,ψ
)

2
+

1

2
v ·

(

ψ,∇Vψ
)

2
. (10.12)

Here µ, v and y are taken from the decomposition of ψ.
Next, we rewrite it in terms of Ev,µ functional for the (boosted) solitary waves

Uµ,v,y(ϕv,µ(· − y)) = µN (ϕv,µ) −
1

2
v ·

(

J∇ϕv,µ,ϕv,µ
)

2
+ HV=0(ϕv,µ)

+
(

ϕv,µ(Vy − V (y)),ϕv,µ
)

2
= Ev,µ(ϕv,µ) +

(

RVϕv,µ,ϕv,µ
)

2
, (10.13)

where we used that the symmetry properties of ϕv,µ to conclude that |ϕv,µ|2 is even in
all directions and hence

(

ϕv,µxj ,ϕv,µ
)

2
= 0, for j = 1, 2, 3. Thus

dtUµ,v,y(ϕv,µ(· − y)) = µ̇N (ϕv,µ) −
1

2
v̇ ·

(

J∇ϕv,µ,ϕv,µ
)

2
+ dt

(

RVϕv,µ,ϕv,µ
)

2
, (10.14)

where we used that E ′
v,µ(ϕv,µ) = 0.

Subtracting (10.14) from (10.12), using the orthogonality relations
(

ϕv,µ, ξ
)

2
= 0 and

(

J∇ϕv,µ, ξ
)

2
= 0 gives

dtS =
1

2
‖ξ‖2

2µ̇− 1

2
v̇ ·

(

J∇ξ, ξ
)

2
+

1

2
v ·

(

ψ,∇Vψ
)

2
− ẏ · ∇V (y)N (ψ)

− dt
(

RVϕv,µ,ϕv,µ
)

2
(10.15)

The first two terms are of cubical order, quadratic in ‖ξ‖
H

1

2
and linear in α; recall the

definition of α in (7.4). The last term is also of third order or higher. Indeed, let

A2 := dt
(

RVϕv,µ,ϕv,µ
)

2
. (10.16)

Then

|A2| = |ẏ ·
(

ϕv,µ∇yRV ,ϕv,µ
)

2
+

(

RVϕv,µ, µ̇∂µϕv,µ + v̇ · ∇vϕv,µ
)

2
|. (10.17)

To bound A2, we recall that |v| ≤ 1 and that ẏj = vj − Yj(ζ, ξ), j = 1, 2, 3 (see (7.9))
together with equation (7.5). This gives the estimate for Yj; see Proposition 7.1. We
thus find

|A2| ≤ Cε2
(

|α| + ε|Y |)
)

. (10.18)

The middle two terms of (10.15) are also of at least cubic order, Indeed, let

A1 :=
1

2
v ·

(

ψ,∇Vψ
)

2
− ẏ · ∇V (y)N (ψ). (10.19)
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Decomposing ψ gives

A1 =
1

2
v ·

(

(

ϕv,µ,∇Vyϕv,µ
)

2
+ 2

(

ξ,∇Vyϕv,µ
)

2
+

(

ξ,∇Vyξ
)

2

)

− 1

2
ẏ · ∇V (y)(‖ξ‖2

2 + ‖ϕv,µ‖2
2). (10.20)

Using the orthogonality relation
(

ξ,ϕv,µ
)

2
= 0, and

(

ϕv,µ, xjϕv,µ
)

2
= 0, we find

A1 =
1

2
v ·

(

(

ϕv,µ,∇yRVϕv,µ
)

2
+

(

ξ, (∇Vy −∇V (y))ξ
)

2

)

+
1

2
(v − ẏ) · ∇V (y)(‖ξ‖2

2 + ‖ϕv,µ‖2
2) + v ·

(

ξ, (∇Vy −∇V (y))ϕv,µ
)

2
(10.21)

Hence,
|A1| ≤ Cε(ε2 + ‖ξ‖2

2 + |Y |(1 + ‖ξ‖2

H
1

2

)), (10.22)

with Y defined as in Proposition 7.1. From this, we infer

|dtS| ≤ C|α|‖ξ‖2

H
1

2

+ |A1| + |A2|. (10.23)

Inserting the above estimates for A1 and A2 gives

|dtS| ≤ C(ε+ |α|)(‖ξ‖2

H
1

2

+ ε2) + Cε|Y |(1 + ε2 + ‖ξ‖2

H
1

2

) (10.24)

Note that ε ≤ C, inserting the bound of |Y |, given in (7.5), we simplify the above result
to obtain

|dtS| ≤ C(ε+ |α|)(‖ξ‖2

H
1

2

+ ε2) + C‖ξ‖3

H
1

2

(1 + ‖ξ‖2

H
1

2

) (10.25)

For some constant 0 < C <∞ depending only on rj and Ij, j = 1, 2, 3.

11 Proof of Theorem 3.1

In this section we use the lower and upper bound on the Lyapunov functional together
with the modulation equations to bound ‖ξ‖Γ̃ and |α|.
Proof of Theorem 3.1. The Theorem 3.1 assumes that Assumption 2.1 is satisfied and
that the external potential satisfies (3.1) for some ε > 0. Furthermore, we require that
the initial condition ψ0 satisfies the inequality

‖ψ0 − ϕζ0‖Γ̃ ≤ ε, (11.1)

for some ζ0 ∈ Z3. By Proposition 7.5 ψ(·, t) ∈ Uδ(Z2), for some δ and up to some time Tδ.
Here Uδ is constructed in Proposition 6.1. Thus all the assumptions for Corollary 10.2
are satisfied, and we obtain

|S(t)| ≤ Cε2 + Ct sup
s≤t

f(s), (11.2)
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where

f(s) = (ε+ |α(s)|)(ε2 + ‖ξ(·, s)‖2

H
1

2

) + ‖ξ(·, s)‖3

H
1

2

(1 + ‖ξ(·, s)‖2

H
1

2

). (11.3)

For times t ≤ Tδ, we can invoke Proposition 9.1 and Corollary 10.2 to find

7

8
ρ‖ξ(·, t)‖2

H
1

2

≤ Cε2 + C sup
s≤t

(tf(s) + ε‖|x|1/2ξ(·, s)‖2
2 + ‖ξ(·, s)‖4

H
1

2

). (11.4)

Thus, for all such times t ≤ Tδ we have the above inequality, and since the right-hand
side is independent under t → s′, sups′≤t, for t ≤ Tδ we can also apply this to the left
hand side. This gives us

7

8
ρ sup
s≤t

‖ξ(·, s)‖2

H
1

2

≤ Cε2 + C sup
s≤t

(tf(s) + ε‖|x|1/2ξ(·, s)‖2
2 + ‖ξ(·, s)‖4

H
1

2

). (11.5)

Consider the inequality

t ≤ ρ

8C

1

ε+ sups≤t(|α(s)| + ‖ξ(·, s)‖
H

1

2
)
. (11.6)

This inequality implicitly defines a maximal time, T2, dependent on ε, the size of |α| and
‖ξ‖

H
1

2
, such that when t ≤ T2 the inequality holds. We now choose the minimal time of

T2 and Tδ. Since this minimal time is necessarily smaller than the right-hand side of the
inequality (11.6), we can use this inequality to re-write (11.5) as

7

8
ρ sup
s≤t

‖ξ(·, s)‖2

H
1

2

≤ Cε2 + sup
s≤t

(ρ

8

(

ε2 + 2‖ξ(·, s)‖2

H
1

2

+ ‖ξ(·, s)‖4

H
1

2

)

+ C
(

ε‖|x|1/2ξ(·, s)‖2
2 + ‖ξ(·, s)‖4

H
1

2

)

)

. (11.7)

Let T1 be the maximal time such that for t ≤ T1 Eqn. (8.3) in Corollary 8.2 holds.
By choosing the minimal of the three times Tδ, T1 and T2 we can apply the result in
Corollary 8.2. That is, we use

sup
s≤t

‖|x|1/2ξ(·, s)‖2
2 ≤ Cε+ sup

s≤t
‖ξ(·, s)‖

H
1

2
, (11.8)

in (11.7) above. We find, for this minimal time,

1

2
ρ sup
s≤t

‖ξ(·, s)‖2

H
1

2

≤ C(ε2 + sup
s≤t

‖ξ(·, s)‖4

H
1

2

). (11.9)

Recalling that the initial condition is small enough we simplify the inequality to find

‖ξ(·, t)‖2

H
1

2

≤ sup
s≤t

‖ξ(·, s)‖2

H
1

2

≤ Cε2 (11.10)
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We now use the definition (2.11) to find from (11.10) and (11.8) that

‖ξ‖Γ̃ ≤ Cε. (11.11)

We insert the result (11.10) into the modulation equations, (7.3), we find that |α|, as
defined in Proposition 7.1, satisfies the inequality

sup
t≤s

|α(s)| ≤ C ′ sup
s≤t

(

|α(s)|ε+ 2ε
)

(11.12)

Choosing ε sufficiently small, i.e., C ′ε ≤ 1/2, leads to

sup
t≤s

|α(s)| ≤ c′ε. (11.13)

This inserted into (7.5) gives that |Yj| ≤ Cε2, for all j and hence the finite dimensional
modulation equations are bounded by Cε2. We insert the above upper bounds on ‖ξ‖2,
|α|, into the inequalities (8.3) and (11.6) that determines the times T1 and T2, both
inequalities simplify to

t ≤ c

ε
. (11.14)

By possibly reducing the constant c we find that c/ε < Tδ, and we have proved the
theorem.
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A Proof of Proposition 4.3(v)

Here we prove Proposition 4.3(v). In [9, App. C] we showed that the essential spectrum
starts at µ− µl(v), where µl(v) = (1 −

√
1 − v2)m. For the remaining claims we have:

Proposition A.1. Suppose Assumption 2.1 is satisfied for the frequency µ0. There is a
neighborhood, W ⊂ R2, around (0, µ0) such that

dim Ker(Lv,µ) = 4, (A.1)

for all (|v|, µ) ∈ W . Furthermore, Lv,µ has exactly one negative eigenvalue, and around
zero there is a gap to the next spectral point.

Proof. To prove the proposition, we begin with the point (v, µ) = (0, µ0), here ϕµ =
(ϕµ, 0) and Lv,µ reduces to Lµ0 = diag(L11,µ0 , L22,µ0). That Assumption 2.1 implies that
dim Ker(Lµ0) = 4 has already been shown in the proof of Proposition 4.5.
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For general velocities, v 6= 0, and frequencies, let K := Ker(Lv,µ) and let k = dim K.
Equations (4.4) show that

Jϕv,µ, ∂jϕv,µ ∈ K, (A.2)

and consequently k ≥ 4, to show that k = 4, we use Kato’s perturbation of the spectrum:
Define the operator A := Lv,µ − Lµ0 = −v · ∇J + E ′′

0,µ(ϕv,µ) − E ′′
0,µ0

(ϕµ0 , 0), it is Lµ0-
bounded;

‖Au‖2 ≤ c|v|,µ−µ0‖u‖2 + C|v|,µ−µ0‖Lµ0u‖2, (A.3)

where both constants approach zero as both |v| and |µ−µ0| approach zero, which follows
from the fact ‖ϕv,µ −ϕµ0‖H1 ≤ (|v| + |µ− µ0|)C, for small enough |v| and |µ− µ0|.

Denote the spectral distance in σ(Lµ0) from zero to nearest spectral point d and
consider the inequality:

c|v|,µ−µ0
+ Cv,µ−µ0d ≤ d/2 (A.4)

For neighborhoods W such that the above inequality is satisfied for all (|v|, µ) ∈W , [17,
§.V.4.3] states that within the circle with center zero and radius d/2 there are exactly
four (repeated) eigenvalues of Lv,µ (since Lµ0 has a degeneracy four zero eigenvalue).
Thus k = dimK ≤ 4 consequently k = 4. Furthermore, σ(Lv,µ) has a spectral gap of at
least d/2 from zero to the next spectral point. The circle thus separates the spectrum
into three parts.

The function ϕµ0 is a minimizer with one constraint, thus its corresponding Hessian
Lµ0 , can have at most one negative eigenvalue, see e.g., [8]. But by

(

∂µϕµ, Lµ∂µϕµ
)

2
= −N ′(ϕµ) < 0. (A.5)

it has at least one negative eigenvalue. Thus it has exactly one negative eigenvalue.
The above separation of the spectrum together with the fact that the eigenvalues (of
self-adjoint operators) are constrained to the real axis ensure that Lv,µ has exactly one
negative eigenvalue.

B Positivity of
(

Lv,µϕv, ϕv
)

2

In this section we show that
(

ξ, Lv,µξ
)

2
≥ ρ‖ξ‖2

2 for ω(ξ, z) = 0 for all z ∈ TϕζM1. From
Proposition 4.3 we know that Lv,µ has one negative eigenvalue. We have the following
result

Proposition B.1. Under Assumption 2.1 and with |v| < r1 < 1 and µ ∈ I1 there is a
ρ > 0 dependent only on I1 and r1 defined in Proposition 5.1 such that if ω(ξ, z) = 0 for
all z ∈ TϕζM1, then

(

ξ, Lv,µξ
)

2
≥ ρ‖ξ‖2

H
1

2

. (B.1)

We follow the proof of Proposition D.1 in [8] with necessary modifications to the
pseudo-relativistic Hartree equation. But we repeat the proof here for completeness. We
break the proposition into three steps.
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Lemma B.2 (Step 1). Let X1 := {ξ ∈ H
1

2 : ‖ξ‖2 = 1,
(

ξ,ϕv,µ
)

2
= 0}, and |v| ≤ r1,

µ ∈ I1. Then
inf
ξ∈X1

(

ξ, Lv,µξ
)

2
= 0. (B.2)

Proof. Let a := infξ∈X1

(

ξ, Lv,µξ
)

2
. Clearly ν ≤ a ≤ 0, where ν < 0 is the negative

eigenvalue of Lv,µ. That a ≤ 0 is clear as ξ = Jϕv,µ/‖ϕv,µ‖2 ∈ X1 yields
(

ξ, Lv,µξ
)

2
= 0.

Moreover a 6= ν. Indeed if a = ν, then the (local) minimizer, φ, of (B.2) would be
an eigen-function of Lv,µ corresponding to the smallest eigenvalue ν and φ ∈ X1 and
ϕv,µ⊥φ. Now, since ϕv,µ⊥Ker(Lv,µ) and since ν is the only negative eigenvalue, we
conclude that ϕv,µ is in the spectral subspace of Lv,µ corresponding to the interval [δ,∞)
for some δ > 0. Therefore L−1

v,µϕv,µ is well defined and
(

ϕv,µ, L
−1
v,µϕv,µ

)

2
> 0. On the

other hand the equation Lv,µ∂µϕv,µ = −ϕv,µ implies that

(

ϕv,µ, L
−1
v,µϕv,µ

)

2
= −N ′(ϕv,µ) < 0 (B.3)

which contradicts
(

ϕv,µ, L
−1
v,µϕv,µ

)

2
> 0. Hence a = ν is impossible.

To show that a = 0 we use the Euler-Lagrange equations corresponding to (B.2)

Lv,µξ = aξ + bϕv,µ, (B.4)

where a and b are Lagrange multipliers corresponding to ‖ξ‖2 = 1 and
(

ϕv,µ, ξ
)

2
= 0

respectively. Assume ν < a < 0. If b = 0, then a would be a negative eigenvalue in (ν, 0)
which contradicts that ν is the only negative eigenvalue. Thus b 6= 0. Given ν < a < 0,
we can solve the Euler-Lagrange equation as

ξ = b(Lv,µ − a)−1ϕv,µ. (B.5)

The inner product of the equation above with ϕv,µ, together with the orthogonality
relation

(

ϕv,µ, ξ
)

2
= 0, and b 6= 0, give

0 =
(

ϕv,µ, (Lv,µ + |a|)−1ϕv,µ
)

2
=: q(|a|) (B.6)

q(λ) is analytic in λ ∈ (0, |ν|), and hence differentiable. Moreover it is monotonically
decreasing, since

q′(λ) = −
(

ϕv,µ, (Lv,µ + λ)−2ϕv,µ
)

2
= −‖(Lv,µ + λ)−1ϕv,µ‖2

2 < 0. (B.7)

Furthermore by (B.3) q(0) =
(

ϕv,µ, L
−1
v,µϕv,µ

)

2
< 0. Thus q(|a|) 6= 0, for a ∈ (ν, 0), which

contradicts (B.6). Hence a = 0

Lemma B.3 (Step 2). Let X := {ξ ∈ H
1

2 : ‖ξ‖2 = 1, ω(ξ, z) = 0, ∀z ∈ TϕζM1}. Then

inf
ξ∈X

(

ξ, Lv,µξ
)

2
> 0 (B.8)
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Proof. The Euler-Lagrange equation corresponding to (B.8) is

Lv,µξ = aξ +
∑

k

γkJzk (B.9)

where {zk} is a basis for TϕζM1. Here a and {γk} are the Lagrange multipliers cor-
responding to the constraints ‖ξ‖2 = 1 and ω(ξ, zk) = 0 ∀k respectively. Note that
a =

(

ξ, Lξ
)

2
, and that X ⊂ X1, hence a ≥ 0. Assume that a = 0, and that γj 6= 0 for

some j. Then, by Corollary 5.2, there exists a z =
∑

j,l γj(Ω
−1
ϕv,µ

)jlzl ∈ TϕζM1 such that

(

z, Lξ
)

2
=

∑

j,k,l

γj(Ω
−1
ϕv,µ

)jl(Ωϕv,µ)lkγk =
∑

j

|γj|2 > 0, (B.10)

which contradicts
(

z, Lv,µξ
)

2
=

(

Lv,µz, ξ
)

2
= 0. Here we have used that z =

∑

j bjzj
and zj is either a zero-eigenfunction or an associated zero-mode for Lv,µ. Thus either
a > 0 or a = 0 and γj = 0. Consider the latter case. In this case

Lv,µξ = 0. (B.11)

which implies that ξ ∈ Ker(Lv,µ). Since Ker(Lv,µ) ⊂ TϕζM1, the relation ω(ξ, z) = 0 for
all z ∈ TϕζM1 contradicts the non-degeneracy of Ωϕv,µ on M1 (see Corollary 5.2). Thus
a > 0.

Step 3. End of Proof. Equation (B.8) implies that there exists a ρ′ > 0 such that

(

ξ, Lv,µξ
)

2
≥ ρ′‖ξ‖2

2 , (B.12)

for some ρ′ = ρ′(µ, v) and all ξ ∈ X. To improve the coercivity from L2 to H
1

2 , we let
0 < δ < 1, and estimate

(

ξ, Lv,µξ
)

2
using (B.12) as

(1 − δ)ρ′‖ξ‖2
2 + δ

(

ξ, Lv,µξ
)

2
≤

(

ξ, Lv,µξ
)

2
. (B.13)

Upon using the explicit form of Lv,µ we find that

(

ξ, Lv,µξ
)

2
≥

(

ξ,
√
−∆ +m2ξ

)

2
− v ·

(

J∇ξ, ξ
)

2
− Cµ‖ξ‖2

2, (B.14)

where

Cµ ≤ |m− µ| + C(3, 1)‖ϕv,µ‖2
3 + sup

x
| 1

|x| ∗ |ϕv,µ|
2|. (B.15)

Here we have used Kato’s inequality (see (8.30)) and the Hardy-Littlewood-Sobolev in-
equality with sharp constant C(3, 1) see e.g., in [21, Thm. 4.3]. The two estimates (B.13),
(B.14) with δ := ρ′(1 + ρ′ + Cµ)

−1 imply

(

ξ, Lv,µξ
)

2
≥ ρ‖ξ‖2

H
1

2

, (B.16)

where 0 < ρ = infµ∈I1,v<r1(1 − |v|)ρ′(1 + ρ′ + Cµ)
−1. Thus for µ ∈ I1, |v| < r1, we find

that ρ depends only on I1 and r1. This concludes the proof of Proposition B.1.
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C Proof of Corollary 6.6

In this appendix we prove Corollary 6.6 by using the proof of an implicit function theorem
as proven in [6, Thm. 10.2.1] and [36, Thm 4E]. From these proofs we find that it
suffices to consider three restrictions of the radii. They are 1) distance to the boundary
2) sufficient conditions for contraction 3) differentiability of ς. We follow closely the
proof of the implicit function theorem in [6, Thm. 10.2.1], applied to this case and with
bounds expressed in terms of known quantities e.g., maps of ground states.

Let p ∈ [1,∞] and consider the p-metric on R8,

|ζ − ζ ′|(p) := (
∑

j

|ζj − ζ ′j|p)1/p. (C.1)

These metrics are all equivalent, and it does not matter for the result which of these
we use. But to make a definite choice we use the p = 2 metric as the default one, and
denote the distance | · | := | · |(2). To obtain uniform bounds, we use | · |∞ and | · |1,∞
defined by

|Ωϕv,µ|∞ := sup
µ∈I′2,|v|<r′2

sup
|ζ′|=1

|
∑

k

(Ωϕv,µ)·kζ
′
k| (C.2)

and

|Ωϕv,µ |1,∞ := |∂µΩϕv,µ |∞ +

3
∑

l=1

|∂vlΩϕv,µ|∞ (C.3)

To elucidate our proof we make a change of notation to emphasize the difference
between the center of the specific balls B8

ρ2
and bR2 from any point on the soliton man-

ifold M1: The center of the balls are denoted by ζ (c) = (y(c), v(c), ϑ(c), µ(c)) and ϕζ(c)
respectively, whereas ζ (or ϕζ) is any point in Z′

2 (or in M′
2).

The size of the radii clearly depend on how close to the boundary of the soliton
manifold (parameter space) the point ϕζ(c) (ζ (c)) is located. In order to obtain uniform
radii, consider (r′2, I

′
2) such that 0 < r′2 < r1 and I ′2 a non-empty, open interval with

I ′2 ⋐ I1. By the implicit function theorem there are balls in the domain Z1, M1 such
that Lemma 6.4 holds. The symplectic manifold M1 is well defined up to and including
its boundary and by the argument before, the only boundary directions are the v and µ
directions. Thus the radii have to satisfy the inequalities

R2 < inf
µ∈∂I1,|v|=r1,µ(c)∈∂I′2,|v(c)|=r′2

‖ϕv,µ − ϕv(c),µ(c)‖Γ̃, (C.4)

ρ2 < min(|r1 − r′2|, min
µ∈∂I1,µ(c)∈∂I′2

|µ− µ(c)|), (C.5)

which depend only on the choice of r′2 and I ′2.
Now given a point on the manifold ϕζ(c) ∈ M′

2, with its corresponding ball bR1 .
The second restriction on the radii is the contraction restriction which we consider by
recasting the equation G(ψ, ζ) = 0 into a contraction equation: g(ψ, ζ) = ζ where

gj(ψ, ζ) := ζj +
∑

k

((Ω(c))−1)jkGk(ψ, ζ). (C.6)
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Here we used that Ωϕ
ζ(c)

= Ωϕ
v(c),µ(c)

and Ω(c) := Ωϕ
v(c),µ(c)

. To apply the contraction

theorem [6, Thm. 10.1.1] to g(ψ, ζ) = ζ , it suffices to show that, with ψ ∈ bR1 and
ζ (1), ζ (2) ∈ B8

ρ1 that a)

|g(ψ, ζ (1)) − g(ψ, ζ (2))| ≤ 1

2
|ζ (1) − ζ (2)|. (C.7)

and b)

|g(ψ, ζ (c)) − ζ (c))| ≤ ρ2

2
. (C.8)

Then existence, uniqueness and continuity of ς are ensured for ψ ∈ bR1(ϕζ(c)).
To translate these two constraints into uniform bounds on the radii R2 ≤ R1 and

ρ2 ≤ ρ1, we estimate a ‘Taylor series remainder’ or, equivalently, use a mean value
theorem. First assume that ψ ∈ bR2(ϕζ(c)) and ζ (1), ζ (2) ∈ B8

R2
(ζ (c)). The left-hand side

of eq. (C.7) with (C.6) inserted is bounded from above by

A1 := |Ω−1
ϕv,µ

|∞|G(ψ, ζ (1)) −G(ψ, ζ (2)) + Ω(c)(ζ (1) − ζ (2))|, (C.9)

where | · |∞ was defined above. Let the vector f be defined through its elements

fj(ψ, ζ
′) := Gj(ψ, ζ

′) − ∂ζ·Gj(ϕζ(c) , ζ
(c)) · ζ ′. (C.10)

The difference f(ψ, ζ (1)) − f(ψ, ζ (2)), which up to a constant describes A1, is estimated
by the mean value theorem [6, Thm 8.6.2], yielding the upper bound on A1 as

A1 ≤ |ζ (1) − ζ (2)||Ω−1
ϕv,µ

|∞ sup
ζ∈bR2

,ψ∈Vρ2
|Ω(c) − Ωϕζ +

(

ψ − ϕζ , J−1∂ζ·z·,ζ
)

2
|

≤ |Ω−1
ϕv,µ

|∞(ρ2|Ωϕv,µ|1,∞ +R2‖zζ‖1,∞,w)|ζ (1) − ζ (2)|. (C.11)

Here | · |1,∞ is defined above, and to define ‖zζ‖1,∞,w, let the matrix Y by its elements
Yjk := ‖∂ζkzj,ζ‖Γ̃, and let the vector V be the elements Vk = ‖zk,ζ‖Γ̃. We then have

‖zζ‖∞,w := |V |∞, (C.12)

and
‖zζ‖1,∞,w := |Y |∞ + ‖zζ‖∞,w. (C.13)

Constants, norms, in (C.11), involving Ωϕv,µ and its inverse are independent of ζ due
to the supremum over µ and v. The numbers ‖∂ζkzj,ζ‖Γ̃ are independent of translation
and phase, since the integral over space and its absolute value removes all appearances
of phase and translation. Hence ‖zζ‖1,∞,w is independent of ζ and depends only on r′2,
I ′2. Thus the allowed radii ρ2 and R2 in (C.11), so that we obtain the constant a half as
required in (C.7), only depend on r′2 and I ′2. We say that (C.7) is uniformly satisfied on
Z′

2.
Similarly, consider (C.8) with (C.6) inserted, its left-hand side is

|(Ω(c))−1G(ψ, ζ (c))|. (C.14)
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For ψ ∈ bR2 , we find

|g(ψ, ζ (c)) − ζ (c)| ≤ |Ω−1
ϕv,µ

|∞‖zµ,v‖∞,wR2 ≤
ρ2

2
, (C.15)

for R2 small enough. Thus (C.8) is also uniformly satisfied on Z′
2 for R2 small enough.

The third constraint on the radii R2 and ρ2 are the conditions to ensure differentia-
bility of ς in bR2 . To find these constraints we use the differentiability of G and the chain
rule. To this end, we consider the Taylor expansion of G(ψ + ξ, ς(ψ + ξ)) around the
solution (ψ, ς(ψ)):

A2 := |G(ψ + ξ, ς(ψ + ξ)) −G(ψ, ς(ψ))−
(

ξ, Jz·,ς(ψ)

)

2

− ∂ζ·G(ψ, ς(ψ)) · (ς(ψ + ξ) − ς(ψ))|, (C.16)

which by the construction of ς for ψ + ξ ∈ bR2 reduces to

A2 = |
(

ξ, Jz·,ς(ψ)

)

2
+ ∂ζ·G(ψ, ς(ψ)) · (ς(ψ + ξ) − ς(ψ))| (C.17)

Differentiability of G ensures a relation between the upper bound of A2 and the radii.
Let τ := ς(ψ + ξ) − ς(ψ), and let

f 1
j (ξ, τ

′) := Gj(ψ + ξ, ς(ψ) + τ ′) −
(

ξ, Jzj,ζ
)

2
− ∂ς·(ψ)Gj(ψ, ς(ψ)) · τ ′. (C.18)

A2 is simply |f 1(ξ, τ) − f 1(0, 0)| and by the mean value theorem for we have

A2 ≤ |τ |(|Ωϕς(ψ)+τ
−Ωϕς(ψ)

|+|
(

ψ+ξ−ϕς(ψ)+τ , J∂ζ·z·,ς(ψ)+τ

)

2
−

(

ψ−ϕς(ψ), J∂ζ·z·,ς(ψ)

)

2
|)

+ ‖ξ‖Γ̃|zς(ψ)+τ − zς(ψ)| ≤ |τ |(2‖z‖1,∞,wR2 + |Ωϕv,µ |1,∞ρ2) + ‖ξ‖Γ̃‖zζ‖1,∞,wρ2, (C.19)

where we used that |τ | ≤ ρ2. The differentiability of G can now be expressed as follows:
For every K2 > 0, there exist, by (C.19), radii R2 > 0 and ρ2 > 0, such that

A2 ≤ K2(|τ | + ‖ξ‖Γ̃). (C.20)

The explicit calculation (C.19) shows that (C.20) can be satisfied uniformly on Z′
2.

To convert the differentiability of G into differentiability of ς, we use that ∂ζG is
invertible at ϕζ(c), ζ

(c). We recall that

∂ζkG(ψ, ζ) = −Ωϕv,µ + ω(ψ −ϕζ , J∂ζkzj,ζ). (C.21)

For all ζ ′ 6= 0 we have

|∂ζ·G(ψ, ς(ψ)) · ζ ′| ≥ |Ωϕv,µζ ′| − ‖zζ‖1,∞,wR2|ζ ′|, (C.22)

and since Ωϕv,µ is invertible we have

|∂ζ·G(ψ, ς(ψ)) · ζ ′| ≥ (|Ω−1
ϕv,µ

|−1
∞ − ‖zζ‖1,∞,wR2)|ζ ′| ≥

1

2
|ζ ′||Ωϕv,µ|∞ > 0, (C.23)
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by choice of R2. For such R2 is ∂ζG uniformly invertible in each ball bR2 . If we possibly
reduce ρ2 and R2 further, we may assume that

K2|∂ζG(ψ, ς(ψ))−1|∞ ≤ 1

2
, (C.24)

and hence by (C.17) and (C.19) we then have

|∂ζG−1(ψ, ς(ψ))
(

Jz·,ζ, ξ
)

2
+ τ | ≤ 1

2
(|τ | + ‖ξ‖Γ̃). (C.25)

The triangle inequality leads to

|τ | ≤ (1 + 2|∂ζG−1(ψ, ς(ψ))|∞‖zζ‖∞,w)‖ξ‖Γ̃. (C.26)

Insert this inequality into (C.25) to obtain

|τ +D2G
−1(ψ, ς(ψ))

(

D1G(ψ, ς(ψ)), ξ
)

2
|

≤ 2K2(1 + |D2G
−1(ψ, ς(ψ))|∞‖zζ‖∞,w)‖ξ‖Γ̃, (C.27)

and thus ς is differentiable. Furthermore, we have shown that the above constraints can
be chosen uniformly in ζ on Z′

2.
If we now go back and study the restrictions on the radii (C.4), (C.11), (C.15), (C.19),

(C.23) and (C.24), we notice that the constraint area can, for a sufficiently small number
ρ̃2 such that ρ2 ≤ ρ̃2, be chosen to be all points in the triangle 0 < R2 ≤ cρ2, ρ2 ≤ ρ̃2,
which concludes the proof of the corollary.
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