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Abstract

We consider the damped-driven KdV equation

u̇− νuxx + uxxx − 6uux =
√

ν η(t, x), x ∈ S1,

∫
u dx ≡

∫
η dx ≡ 0 ,

where 0 < ν ≤ 1 and the random process η is smooth in x and white
in t. For any periodic function u(x) let I = (I1, I2, . . . ) be the vector,
formed by the KdV integrals of motion, calculated for the potential
u(x). We prove that if u(t, x) is a solution of the equation above, then
for 0 ≤ t . ν−1 and ν → 0 the vector I(t) = (I1(u(t, ·)), I2(u(t, ·)), . . . )
satisfies the (Whitham) averaged equation.
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0 Introduction

It is well known since the pioneer works of Novikov and Lax that the KdV
equation

u̇ + uxxx − 6uux = 0, (0.1)

defines an integrable infinite dimensional Hamiltonian system in a space Hp

of 2π-periodic Sobolev functions of order p ≥ 0 with zero meanvalue. It
means that KdV has infinitely many integrals of motion I1, I2, . . . , which are
non-negative analytic functions on Hp, and for any non-negative sequence
I = (I1, I2, . . . ) the set TI = {u : Ij(u) = Ij ∀ j} is an analytic torus in
Hp of dimension |J(I)| ≤ ∞, where J is the set J = {j : Ij > 0}. Each
torus TI carries an analytic cyclic coordinate ϕ = {ϕj, j ∈ J(I)}, and in the
coordinates (I, ϕ) the KdV-dynamics takes the integrable form

İ = 0, ϕ̇ = W (I) . (0.2)

The frequency vector W analytically depends on I. See [Kuk00, KP03] and
Section 2 below.

Importance of these remarkable features of KdV is jeopardised by the fact
that KdV arises in physics only as an approximation for ‘real’ equations, and
it is still unclear up to what extend the integrability property persists in the
‘real’ equations, or how it can be used to study them.

The persistence problem turned out to be difficult, and the progress in
its study is slow. In particular, it was established that small Hamiltonian
perturbations of KdV do not destroy majority of time-quasiperiodic solu-
tions, corresponding to (0.2) with |J(I)| < ∞ (see [Kuk00, KP03]), but
it is unknown how these perturbations affect the almost-periodic solutions
(|J(I)| = ∞), and whether solutions of the perturbed equations are stable
in the sense of Nekhoroshev.

Probably it is even more important to understand the behaviour of solu-
tions for KdV, perturbed by non-Hamiltonian terms (e.g., to understand how
small dissipation affects the equation). The first step here should be to study
how a ν-perturbation affects the dynamics (0.2) on time-intervals of order
ν−1. For perturbations of finite-dimensional integrable systems this ques-
tion is addressed by the classical averaging theory, originated by Laplace
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and Lagrange. During more than 200 years of its history this theory was
much developed, and good understanding of the involved phenomena was
achieves, e.g. see in [AKN89]. In particular, it is known that for a perturbed
finite-dimensional integrable system

İ = νf(I, ϕ) ϕ̇ = W (I) + νg(I, ϕ), ν � 1, (0.3)

where I ∈ Rn, ϕ ∈ Tn, on time-intervals of order ν−1 the action I(t) may be
well approximated by solutions of the averaged equation

İ = ν〈f〉(I), 〈f〉(I) =

∫
Tn

f(I, ϕ) dϕ , (0.4)

provided that the initial data (I(0), ϕ(0)) are typical. This assertion is known
as the averaging principle.

The behaviour of solutions of infinite-dimensional systems (0.3) on time-
intervals of order & ν−1 is poorly understood. Still applied mathematicians
believe that the averaging principle holds, and use (0.4) to study solutions of
(0.3) with n = ∞. In particular, if (0.3) is a perturbed KdV equation, writ-
ten in the variables (I, ϕ), then (0.4) is often called the Whitham equation
(corresponding to the perturbed KdV). The approximation for I(t) in (0.3)
with 0 ≤ t ≤ ν−1 by I(t), satisfying (0.4), is called the Whitham averaging
principle since in [Whi74] the averaging is systematically used in similar sit-
uations. In so far the Whitham averaging for the perturbed KdV equation
under periodic boundary conditions was not rigorously justified. Instead
mathematicians, working in this field, either postulate the averaging prin-
ciple and study the averaged equations (e.g., see [FFM80] and [DN89]), or
postulate that the solution regularly – in certain sense – depends on the small
parameter and show that this assumption implies the Whitham principle, see
[Kri88].

The main goal of this paper is to justify the Whitham averaging for
randomly perturbed equations.

Let us start with random perturbations of the integrable system (0.2)
with I ∈ Rn, ϕ ∈ Tn, where n < ∞. Introducing the fast time τ = νt we
write the perturbed system as the Ito equation

dI = F dτ + σ dβτ ,

dϕ = (ν−1W (I) + G) dτ + g dβτ .
(0.5)
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Here F, G, σ and g depend on (I, ϕ), βτ is a vector-valued Brownian motion
and σ, g are matrices. It was claimed in [Kha68] 1 and proved in [FW03]
that (under certain assumptions, where the main one is non-degeneracy of
the diffusion σ and of the frequency-map W ) when ν → 0, the solution I(τ)
converges in distribution to a solution of the averaged equation

dI = 〈F 〉(I) dτ + 〈σ〉(I) dβ , (0.6)

where 〈F 〉 is defined as in (0.4) and the matrix 〈σ〉(I) is a symmetric square
root of the matrix

∫
T n σσt dϕ.

Now let us consider a randomly perturbed (‘damped-driven’) KdV equa-
tion

u̇− νuxx + uxxx − 6uux =
√

νη(t, x) . (0.7)

As before, x ∈ S1 and
∫

u dx ≡
∫

η dx ≡ 0. The force η is a Gaussian random
field, white in time t:

η =
∂

∂t

∑
s∈Z0

bsβs(t)es(x) ,

where Z0 = Z \ {0}, βs(t) are standard independent Wiener processes, and
{es, s ∈ Z0} is the usual trigonometric basis

es(x) =

{
cos sx, s > 0 ,

sin sx, s < 0 .
(0.8)

Concerning the real constants bs we assume that

bs ≤ Cm|s|−m ∀m, s (0.9)

with some constants Cm (so η(t, x) is smooth in x), and

bs 6= 0 ∀ s . (0.10)

The factor
√

ν in front of the force η(t, x) is natural since under this scaling
solutions of (0.7) remains of order 1 as t →∞ and ν → 0. Eq. (0.7) defines
a Markov process in the function space Hp. Due to (0.10) it has a unique

1The main theorem of [Kha68] deals with the situation when the unperturbed system
is a stochastic equation with a non-degenerate diffusion for ϕ, but in its last section it is
claimed that the ideas of the proof also apply to (0.5).
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stationary measure. Let uν(t, x), t ≥ 0, be a corresponding stationary in
time solution for (0.7); or let uν be a solution, satisfying

uν(0, x) = u0(x), (0.11)

where u0(x) is a non-random smooth function. In Section 1 we prove that all
moments of all Sobolev norms ‖uν(t, ·)‖m are bounded uniformly in ν > 0
and t ≥ 0. Let us write uν(τ) as (Iν(τ), ϕν(τ)). These processes satisfy the
infinite-dimensional equation (0.5), so by the just mentioned estimates the
processes {Iν(·), 0 < ν ≤ 1} form a tight family, and along suitable sequences
νj → 0 we have a weak convergence in distribution

Iνj(·) → I0(·), (0.12)

where, according to the type of the solutions uν(τ), the limiting process I0(τ)
is either stationary in τ , or satisfies I0(0) = I(u0(·)).

The main results of this work are the following two theorems, proved in
Section 6:

Theorem A. The limiting process I0(τ) satisfies the Whitham equation
(0.6), corresponding to the perturbed KdV equation (0.7). It is non-degene-
rate in the sense that for any τ > 0 and each k ≥ 1 we have P{I0

k(τ) = 0} = 0.

Theorem B. If the processes uν(τ) are stationary in τ , then for any τ ≥ 0
the law of the pair (Iνj(τ), ϕνj(τ)) converges to the product measure q0×dϕ,
where q0 is the law of I0(0) and dϕ is the Haar measure on T∞.

The proof is based on the scheme, suggested by Khasminskii in [Kha68],
see also [FW84] and [Ver91]. It uses the estimates from Section 1 and more
sophisticated estimates, obtained in Sections 4 and 5. Namely, we use cru-
cially Lemma 4.3 (Section 4) and Lemma 5.2 (Section 5). In the former
coupling arguments are evoked to estimate from above probabilities of the
events {Iν

k (t) < δ}, uniformly in ν and t. This is important since (0.5) is
an equation for I in the octant {I | Ij > 0 ∀j} which degenerates at the
boundary {I | Ij = 0 for some j}. In the latter we examine the random
process Wm(τ) = Wm(Iν(τ)), where Wm is the vector, formed by the first
m components of the frequency vector W . Exploiting Krylov’s results from
[Kry80] we estimate the density against the Lebesgue measure of the law of
the averaged vector s−1

∫ s

0
Wm(Iν(τ)) dτ , s ∼ 1. We use this estimate to

show that with probability close to one the components of the vector Wm(τ)
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are non-commensurable, and the fast motion (d/dτ)ϕm = ν−1Wm(τ) is er-
godic on the torus Tm ⊂ T∞, for any m. This is a crucial step of the proof
of Theorem A. Our proof of Lemma 5.2 is ‘hard’ in the sense that it uses
heavily the analyticity of the frequency map W (I).

The arguments above are applied to the perturbed KdV equation, written
in the Birkhoff normal form (eq. (2.1) in Section 2). They apply as well to
perturbations of other Birkhoff-integrable equations if their solutions satisfy
good apriori estimates uniformly in the small parameter, and the correspond-
ing transformation to the Birkhoff coordinates is smooth and is polynomially
bounded at infinity. In the KdV case which we consider, half of the required
bounds on the transformation is established in the recent paper [Kor06]. We
are certain that the remaining half can be obtained similarly, but do not
prove them in this work, see Theorem 2.3 in Section 2.

The Whitham equation (0.6), corresponding to the perturbed KdV (0.7),
is a complicated infinite-dimensional stochastic differential equation. Theo-
rem A implies that for any smooth initial data I(0) it has a weak solution,
but we do not know if this solution is unique. We point out that, firstly, if
(0.6) has a unique solution and the process uν(τ) satisfy (0.11), then the law
of the limiting process I0 is independent of the sequence {νj}, and the con-
vergence (0.12) holds for ν → 0. Secondly, if (0.6) has a unique stationary
measure, then a similar assertion holds for stationary solutions uν(τ).

The inviscid limit. Let us consider the stationary solutions of eq. (0.7)
in the original time t. The apriori estimates from Section 1 imply that this
family is tight in C([0, T ]; Hp) for any T > 0 and any p > 0. Therefore, along
sequences νj → 0, we have convergence in distribution

uνj(·) → u0(·) (0.13)

(the limiting process u0(t) apriori depends of the sequence {νj}). The argu-
ments, applied in Section 10 of [Kuk06] to the randomly perturbed Navier -
Stokes equation (0.14) also apply to (0.7). They imply that a.e. realisation of
the limiting process u0(t, x) is a smooth solution of the KdV equation (0.1).
In particular, the law µ0 of the random variable u0(0, ·) ∈ Hp is an invariant
measure for the dynamical system which KdV defines in Hp. But KdV has
infinitely many integrals of motion; so it has a lot of invariant measures. How
to distinguish among them the measure µ0? Noting that uν(t)t=0 = uν(τ)τ=0,
we apply Theorem B to get that the isomorphism u(·) 7→ (I, ϕ) transforms
µ0 to the measure q0 × dϕ. In particular, if (0.6) has a unique stationary
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measure, then the measure µ0 is uniquely defined, and the convergence (0.13)
holds for ν → 0.

This discussion shows that in difference with the deterministic situation,
averaged randomly perturbed equations describe not only behaviour of solu-
tions for a pre-limiting equation on time-intervals of order ν−1, but also its
asymptotic in time properties. Indeed, under the double limit ‘first t → ∞,
next ν → 0’, the distribution of any solution converges to a measure, simply
expressed in terms of a stationary measure of the averaged equation.

The Eulerian limit. The perturbed KdV equation (0.7) is a reasonable
model for the randomly perturbed 2D NSE

u̇− ν∆u + (u · ∇)u +∇p =
√

νη(t, x), x ∈ T2,

div u = 0,

∫
u dx ≡

∫
η dx ≡ 0,

(0.14)

obtained by replacing in (0.14) the 2D Euler equation (0.14)ν=0 (which is a
Hamiltonian PDE with infinitely many integrals of motion) by KdV. Under
restrictions on the random force η(t, x), similar to those imposed on the
force in (0.7), eq. (0.14) (interpreted as a Markov process in the space of
divergence-free vector fields u(x)), has a unique stationary measure, see in
[Kuk06]. Let (uν(t), pν(t)) be the corresponding stationary solution. Then,
along sequences νj → 0, the convergence in distribution holds

(uνj(·), pνj(·)) → (u0(·), p0(·)), (0.15)

where the limiting process (u0, p0) is stationary in time, is sufficiently smooth
in t and x, and a.e. its realisation satisfies the free Euler equation (0.14)ν=0.
Accordingly, the law µ0 of u0(0) is an invariant measure for the dynamical
system, which the Euler equation defines in the space of divergence-free vec-
tor fields. To study the measure µ0 (in fact, the set of measures µ0, since it is
possible that now the limit depends on the sequence {νj}), is an important
problem in (mathematical) 2D turbulence. The problem, addressed in this
work, may be considered as its model.

Agreements. Analyticity of maps B1 → B2 between Banach spaces B1 and
B2, which are the real parts of complex spaces Bc

1 and Bc
2, is understood

in the sense of Fréchet. All analytic maps which we consider possess the
following additional property: for any R a map analytically extends to a
complex (δR > 0)–neighbourhood of the ball {|u|B1 < R} in Bc

1. When two
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random variables are equal almost sure, we usually drop the specification
“a.s.”.
Notations. χA stands for the indicator function of a set A (equal 1 in A
and equal 0 outside A). By κ(t) we denote various functions of t such that
κ(t) → 0 when t → ∞, and by κ∞(t) denote functions κ(t) such that
κ(t) = o(t−N) for each N . We write κ(t) = κ(t; R) to indicate that κ(t)
depends on a parameter R. For a measurable set Q ⊂ Rn we denote by |Q|
its Lebesgue measure.

1 The equation and its solutions

We denote by H the Hilbert space

H = {u ∈ L2(S
1) :

∫
u dx = 0}

with the scalar product 〈u, v〉 = 1
π

∫ 2π

0
u(x)v(x) dx. Then {es, s ∈ Z0} (see

(0.8)) is its Hilbert basis. We set Hm to be the m-th Sobolev space, formed by
functions with zero mean–value, and given the norm ‖u‖m = 〈∂mu

∂xm , ∂mu
∂xm 〉1/2.

We write the KdV equation as

u̇ + V (u) = 0 , V (u) = uxxx − 6uux , (1.1)

and re-write eq. (0.7) as

u̇− νuxx + V (u) =
√

ν η(t, x) . (1.2)

It is well known that a dissipative nonlinear equation in one space–
dimension with a white in time r.h.s. has a unique strong solution if the
equation’s solutions satisfy sufficiently strong a-priori estimates. In Appendix
we show that any smooth solution of (0.7) with a deterministic initial data

u(0) = u0 , (1.3)

where u0 ∈ Hm, m ≥ 1, satisfies the following estimates:

Eeσ‖u(t)‖20 ≤ max
(
Eeσ‖u(0)‖20 , 2e2σB0

)
, (1.4)

E‖u(t)‖2
m ≤ max

(
4E‖u(0)‖2

m, C ′
m

)
+ C ′′

m , (1.5)

E‖u(t)‖k
m ≤ C

(
‖u0‖mk, Bm+1, m, k

)
. (1.6)

Here t ≥ 0, k ∈ N and σ ≤ (2 max b2
s)
−1.

Accordingly, we have the following result:
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Theorem 1.1. For any deterministic u0 ∈ Hm, m ≥ 1, the problem (0.7),
(1.3) has a unique solution u(t, x). It satisfies estimates (1.4), (1.5) and
(1.6).

Due to assumption (0.10), eq. (0.7) has a unique stationary measure µν

and any solution converges to µν in distribution. For the randomly forced
2D NSE equation this result now is well known (e.g., see in [Kuk06]). The
proofs for eq. (0.7) are simpler and we do not discuss them.

Let u0
ν(t, x) be a solution of (0.7), (1.3) with u0 = 0. Since D(u0

ν(t)) ⇀ µν ,
then Theorem 1.1 and the Fatou lemma imply

Theorem 1.2. The unique stationary measure µν satisfies the estimates∫
H

eσ‖u‖20µν(du) ≤ Cσ < ∞ ,∫
H

‖u‖k
mµν(du) ≤ Cm,k < ∞ ∀m , k .

2 Preliminaries on the KdV equation

In this section we discuss integrability of the KdV equation (1.1).
For r ≥ 0 let us denote by hr the Hilbert space with the basis {fj, j =

±1,±2, . . . } and the norm | · |r, where

|v|2r =
∑
j≥1

j1+2r(v2
j + v2

−j) for v =
∑
j∈Z0

vjfj.

We denote vj =

(
vj

v−j

)
, and identify a vector v =

∑
vjfj ∈ hr with the

sequence (v1,v2, . . . ).

Theorem 2.1. (see [KP03]). There exists an analytic diffeomorphism Ψ :
H → h0, which defines analytic diffeomorphisms Ψ : Hm → hm, m ∈ N,
such that dΨ(0) is the map

Hm 3
∑

uses 7→
∑

|s|−1/2usfs ∈ hm;

and an analytic functional K on h0 of the form

K(
∑

vjfj) = K̃(I1, I2, . . . ) , Ij =
1

2
(v2

j + v2
−j) ,
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with the following property: A curve u(t) ∈ C1(0, T ; H) is a solution of (1.1)
if and only if v(τ) = Ψ(u(t)) satisfies the equations

v̇j = −sign(j) v−jW|j|(I1, I2, . . . ) , j ∈ Z0 , (2.1)

where Wl = ∂K̃
∂Il

for l = 1, 2, . . . .

Corollary 2.2. If u(t) is a solution of (1.1) and Ψ(u) = v =
∑

vsfs, then

Ik(t) =
1

2
(v2

k + v2
−k)(t) = const ∀ k = 1, 2, . . . . (2.2)

If v ∈ hr, then the vector I = (I1, I2, . . . ) belongs to the space

hr
I = {I : |I|hr

I
= 2

∑
j1+2r|Ij| < ∞}.

In fact, I ∈ hr
I+, where

hr
I+ = {I ∈ hr

I : Ij ≥ 0 ∀ j} .

Amplification. The function K̃ in Theorem 2.1 is analytic in h0
I+. That is,

it analytically extends to the vicinity on this set in the space h0
I .

The quantities I1, I2, . . . are called the actions . Each vector vj can be
characterised by the action Ij and the angle

ϕj = arctan
v−j

vj

.

We will write v = (I, ϕ), where ϕ = (ϕ1, ϕ2, . . . ). The vector ϕ = (ϕ1, ϕ2, . . . )
belongs to the torus T∞. We provide the latter with the Tikhonov topology,
so it becomes a compact set.

The functions u → vk(u), k ∈ Z0, form a coordinate system on H. They
are called the Birkhoff coordinates, and the system of equations (2.1) – the
Birkhoff normal form for the KdV equation. The normal forms is a classical
tool to study finite–dimensional Hamiltonian systems and their perturbations
locally in the vicinity of an equilibrium (see [MS71], §30). For all important
finite–dimensional systems the normal forms do not exist globally. In con-
trast, Theorem 2.1 shows that the KdV equation is an infinite–dimensional
Hamiltonian system which admits a normal form globally in the whole space
H. To take all advantages of this normal form we will need some information
about asymptotic properties of the transformation Ψ(u) when u →∞:
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Theorem 2.3. For m = 0, 1, . . . there are polynomials Pm and Qm such that

|djΨ(u)|m ≤ Pm(‖u‖m) , j = 0, 1, 2,

and
‖Ψ−1(v)‖m ≤ Qm(|v|m) ,

for all u, v and all m ≥ 0. Here for j ≥ 1 |djΨ(u)|m is the norm of the
corresponding poly-linear map from Hm to hm.

Proof. The estimates for the norms |Ψ(u)|m and ‖Ψ−1(v)‖m follows from
Theorem 2.1 in [Kor06].2

We do not prove here the estimate for djΨ(u) with j = 1, 2. We are
certain that modern spectral techniques (e.g., see [Kor06, DM06]) allow to
establish them, but we think that this paper is not a proper place for a
corresponding rather technical research.

Remark. We do not use that the coordinate system v = (v1,v2, . . . ) is sym-
plectic, but only that it puts the KdV equation to the form (2.1). Therefore
we may replace v by another smooth coordinate system v′ = (v′1,v

′
2, . . . )

such that I ′j = Ij for all j and ϕ′j = ϕj + Φj(I1, I2, . . . ). Non-symplectic
coordinate systems are easier to construct, and it is possible that a proof of
Theorem 2.3 simplifies if we replace there v by a suitable system v′.

For a function f on a Hilbert space H we write f ∈ Liploc(H) if

|f(u1)− f(u2)| ≤ P (R)‖u1 − u2‖ if ‖u1‖, ‖u2‖ ≤ R , (2.3)

where P is a continuous function (depending on f). Clearly the set of func-
tions Liploc(H) is an algebra. Due to the Cauchy inequality any analytic
function on H belongs to Liploc(H) (see Agreements). In particular,

Wl ∈ Liploc(h
I
r) for l ∈ N, r ≥ 0. (2.4)

3 Equation (0.7) in the Birkhoff coordinates

For k = 1, 2, . . . we denote

Ψk : Hm → R2 , Ψk(u) = vk ,

2Note that the quantity, denoted there ‖J‖p−1/2, equals |v|p+1 up to a constant factor,
and Q2p satisfies the estimates Q2p ≤ R1p(‖u‖p+1) and ‖u‖p+1 ≤ R2p(Q2p), where R1p

and R2p are some polynomials.
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where Ψ(u) = v = (v1,v2, . . . ). Let u(t) = uν(t) be a solution of (0.7),
which either is a stationary solution, or satisfies (1.3) with a ν-independent
non–random u0. Applying Ito’s formula to the map Ψk we get:

dvk =
(
dΨk(u)(νuxx + V (u))+

1

2
ν

∑
j∈Z0

b2
jd

2Ψk(u)[ej, ej]
)
dt

+
√

ν dΨk(u)
( ∑

j∈Z0

bjej dβj
)
.

(3.1)

Let us denote

dΨk(u)
( ∑

bjej dβj
)

= Bk(u) dβ =
∑

j

Bkj(u) dβj , Bkj ∈ R2 ∀ k, j.

Then the diffusion term in (3.1) may be written as
√

ν Bk(u) dβ.
Since Ik = 1

2
|Ψk|2 is an integral of motion (see (2.2)), then application of

Ito’s formula to the functional 1
2
|vk|2 = Ik and eq. (3.1) results in

dIk = ν
(
(dΨk(u)uxx,vk) +

1

2

( ∑
j

b2
jd

2Ψk(u)[ej, ej],vk

)
+

1

2

∑
j

b2
j |dΨk(u)ej|2

)
dt +

√
ν (Bk(u) dβ,vk)

(3.2)

(here and below (·, ·) indicates the scalar product in R2). Note that in differ-
ence with (3.1), eq. (3.2) ‘depends only on the slow time’ in the sense that
all terms in its r.h.s. have a factor ν or

√
ν.

Let us consider the infinite-dimensional Ito process with components
(3.2), k ≥ 1. The corresponding diffusion is

√
νσ dβ, where σ = (σkj(u), k ∈

N, j ∈ Z0) and

σkj = (Bkj(u),vk) = bj(dΨk(u)ej, Ψk(u)).

Consider the diffusion matrix a,

a(u) = σ(u)σt(u) , ak1k2 =
∑
j∈Z0

σk1jσk2j . (3.3)

Lemma 3.1. For any u ∈ H the sums in (3.3) converge. The matrix a is
symmetric and defines a bounded linear operator in l2. If aξ = 0 for some
ξ ∈ l2, then ξk 6= 0 only if vk = 0, where v = Ψ(u). In particular, if
vk 6= 0 ∀ k, then Ker a = {0}.
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Proof. Using (0.9) and Theorem 1.1 we get that |σkj| ≤ C|j|−1ηk, where
η ∈ l2. Therefore σ defines a bounded linear operator H → l2 and σt defines
a bounded operator l2 → H. So a = σσt is a bounded operator in l2 and its
matrix is well defined. Let us take any vector ξ. Then (aξ, ξ)l2 = 〈σtξ, σtξ〉
where

(σtξ)j =
∑

k

bj(dΨk(u)ej,vk)ξk = bj〈ej, dΨ(u)∗(⊕ξkvk)〉. (3.4)

Hence, ξ ∈Ker a if and only if dΨ(u)∗(⊕ξkvk) = 0. Since dΨ(u) is an isomor-
phism, then in this case ξkvk = 0 for each k, and the assertion follows.

We see that the infinite–dimensional Ito process (3.2)k∈N, defined for I ∈
h0

I+, has non-degenerate diffusion outside the boundary ∂h0
I+ = {I : Ij = 0

for some j ≥ 0}.
By applying Ito’s formula to the k-th angle ϕk = arctan

(v−k

vk

)
(k ≥ 1)

and using (2.1) we obtain

dϕk =
[
Wk(I) + ν|vk|−2(dΨk(u)uxx,v

⊥
k )

+ν|vk|−2
( ∞∑

j=1

b2
jd

2Ψk[ej, ej],v
⊥
k

)
− ν|vk|−2

∑
j∈Z0

(
(Bkj,vk)(Bkj,v

⊥
k )

)]
dt

+
√

ν|vk|−2(Bk(u),v⊥k )dβ ,

where v⊥k =

(
−v−k

vk

)
. Denote for brevity the drift and diffusion coefficients

in the above equation by Wk(I)+νGk(v) and
√

ν gj
k(v) respectively. Denoting

similarly the drift coefficients in (3.2) by νFk(v) we rewrite the equation for
the pair (Ik, ϕk) (k ≥ 1) as

dIk(t) = νFk(v)dt +
√

ν σk(v) dβt ,

dϕk(t) = [Wk(I) + νGk(v)]dt +
√

ν gk(v) dβt .
(3.5)

Introducing the fast time
τ = νt

we rewrite the system (3.5) as

dIk(τ) = Fk(v)dτ + σk(v) dβτ ,

dϕk(τ) =
[1

ν
Wk(I) + Gk(v)

]
dτ + gk(v) dβτ .

(3.6)
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Here β = (βj, j ∈ Z0), where βj(τ) are new standard independent Wiener
processes.

In the lemma below Pk and PkN are some polynomials.

Lemma 3.2. For k ∈ N, j ∈ Z0 we have:
i) the function Fk is analytic in each space hr, r ≥ 2 (so Fk ∈ Liploc(h

r)),
and has a polynomial growth as |v|k →∞;

ii) the function σkj(v) is analytic in hr, r ≥ 0, and for any N ≥ 1 satisfies
|σkj(v)| ≤ j−NPkN(|v|r) ∀ v ∈ hr;

ii) for any r ≥ 2, δ > 0 and N ≥ 1 the functions Gk(v)χ{Ik>δ} and
gkj(v)χ{Ik>δ} are bounded, respectively, by δ−1Pk(|v|r) and δ−1j−NPkN(|v|r).

Proof. The assertions concerning the functions Fk and Gk follow from The-
orem 2.3 since the set of analytical functions with polynomial growth at
infinity is an algebra. To get the assertions about σk and gk we also use
(0.9).

4 More estimates

In this Section and in the next Sections 5-6 we consider solutions of equation
(3.5), written in the form (3.6), which either are stationary in time, or satisfy
the ν-independent initial condition (1.3), where for simplicity u0 is smooth
and non-random,

u0 ∈ H∞ =
⋂
m

Hm.

First we derive for these solutions additional estimates, uniform in ν.

Lemma 4.1. For any ν > 0, T > 0 and m, N ∈ N the process I(τ) satisfies
the estimate

E sup
0≤τ≤T

|I(τ)|Nhm
I

= E sup
0≤τ≤T

|v(τ)|2N
m ≤ C(N, m, T ) . (4.1)

Proof. For the sake of definiteness we consider a stationary solution v(τ) =
{vν

k(τ)}. Cauchy problem (3.6), (1.3) can be considered in the same way.
Applying Ito’s formula to the expression kmIN

k gives

d(kmIN
k ) = km

(
(NIN−1

k Fk(v) +
1

2
N(N − 1)IN−2

k

∞∑
j=1

(Bkj(v),vk)
2)dτ+

14



+NIN−1
k σk(v)dβτ

)
.

Therefore,
E sup

0≤τ≤T
kmIN

k (τ) ≤ EkmIN
k (0)+

+kmE sup
0≤τ≤T

∣∣∣ τ∫
0

(
NIN−1

k (s)Fk(v) +
1

2
N(N − 1)IN−2

k (s)
∞∑

j=1

σ2
kj

)
ds

∣∣∣+
kmE sup

0≤τ≤T

∣∣∣ τ∫
0

NIN−1
k (s)σk(v)dβs

∣∣∣ ≤ C(m, N, T ) .

Doob’s inequality, Lemma 3.2 and Theorem 1.2 have been used here. This
relation yields the desired estimate. Indeed, by the Hölder inequality we get

E( sup
0≤τ≤T

|I(τ)|2N
m ) = 2NE sup

0≤τ≤T

( ∞∑
j=1

1

j2
j2m+3Ij(τ)

)N

≤ 2NE sup
0≤τ≤T

{( ∞∑
j=1

jN(2m+3)IN
j (τ)

)N 1
N

( ∞∑
j=1

j−
2N

N−1

)N N−1
N

}

≤ CNE sup
0≤τ≤T

( ∞∑
j=1

jN(2m+3)IN
j (τ)

)
≤ C1(m, N, T ).

In the further analysis we systematically use the fact that the functionals
Fk(I, ϕ) depend weakly on the tails of vectors ϕ = (ϕ1, ϕ2, . . . ). Now we
state the corresponding auxiliary results.

Let f ∈ Liploc(h
n1) and u ∈ hn, n > n1. Denoting by ΠM , M ≥ 1, the

projection

ΠM : h0 → h0,
∑

vjfj 7→
∑
|j|≤M

vjfj ,

we have |v − ΠMv|n1 ≤ M−(n−n1)|u|n. Accordingly,

|f(v)− f(ΠM(v))| ≤ P (|v|n)M−(n−n1). (4.2)

Similar inequalities hold for functions on hn
I , and (2.4) with r = 0 implies

that
|Wk(I)−Wk(ΠMI)| ≤ Pk(|I|n)M−2n. (4.3)
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The torus TM acts on the space ΠMh0 by linear transformations ΦθM
,

θM ∈ TM , where ΦθM
sends a point vM = (IM , ϕM) to (IM , ϕM + θM).

Similar, the torus T∞ acts on h0 by linear transformations Φθ : (I, ϕ) 7→
(I, ϕ + θ). The transformation Φθ continuously depends on θ ∈ T∞, in the
strong operator topology.

For a function f ∈ Liploc(h
n1) and any N we define the average of f in

the first N angles as the function

〈f〉N(v) =

∫
TN

f
(
ΦθN

⊕ id )(v)
)
dθN

(here id stands for the identity transformation in the space h0 	ΠNh0), and
define the average in all angles as

〈f〉(v) =

∫
T∞

f(Φθv) dθ ,

where dθ is the Haar measure on T∞. The estimate (4.2) readily implies that

|〈f〉N(v)− 〈f〉(v)| ≤ P (R)N−(n−n1) if |v|n ≤ R . (4.4)

Let v = (I, ϕ). Then 〈f〉N is a function, independent of ϕ1, . . . , ϕN , and
〈f〉 is independent of ϕ. I.e., 〈f〉 can be written as a function 〈f〉(I).

Lemma 4.2. Let f ∈ Liploc(h
n1). Then

i) The functions 〈f〉N(v) and 〈f〉(v) satisfy (2.3) with the same polyno-
mial as f and take the same value at the origin.

ii) They are smooth (analytic) if f is. Moreover, if f is smooth, then
〈f〉(I) is a smooth functions of the vector (I1, . . . , IM) for any M . If f(v) is
analytic in the space hn1, then 〈f〉(I) is analytic in the space hn1

I .

Proof. i) Is obvious.
ii) The first assertion is obvious. To prove the last two consider the

function g(r1, r2, . . . ) = 〈f〉(v1,v2, . . . ), vj =

(
rj

0

)
. Then g(r) = 〈f〉(I),

where Il = 1
2
r2
l for each l. The function g is smooth and even in each rj,

j ≥ 1. Any function of finitely many arguments with this property is known
to be a smooth function of the squared arguments, so the second assertion
holds.

Now let f(v) be analytic. Denote by hn1 the space of all sequences r =
(r1, r2, . . . ) such that the corresponding vector v belongs to hn1 , and provide
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it with the natural norm. If f(v) is analytic, then g(r) extends analytically
to a complex neighbourhood O of hn1 in hn1 ⊗ C. This neighbourhood may
be chosen to be invariant with respect to all involutions

(r1, r2, . . . , rj, . . . ) 7→ (r1, r2, . . . ,−rj, . . . ), j = 1, 2, . . . .

The image OI of O under the map

(r1, r2, . . . ) 7→ (1
2
r2
1,

1
2
r2
2, . . . )

is a neighbourhood of hn1
I in the complex space hn1

I ⊗ C. The function

g(±
√

2I1,±
√

2I2, . . . ) =: g(
√

I)

is a well defined bounded function on OI . For any N its restriction to ON
I =

OI ∩ΠN(hn1
I ⊗C) is a single-valued algebraic function on a domain in CN ; so

g(
√

I) is analytic on ON
I for each N . Hence, g(

√
I) is analytic on OI . Since

g(
√

I) = 〈f〉(I), then the result follows.

Let (Iν(τ), ϕν(τ)) be a solution of (3.6). In the lemma below we show that
the processes Iν

k (τ), k ≥ 1, do not asymptotically approach zero as ν → 0
(concerning the notation κ(δ−1; M), used there, see Notations):

Lemma 4.3. For any M ∈ N and T > 0 we have

P{min
k≤M

Iν
k (τ) < δ} ≤ κ(δ−1; M, T ), (4.5)

uniformly in ν > 0 and 0 ≤ τ ≤ T .

Proof. Step 1: processes ṽγ
k(τ).

For η1, η2 ∈ R2 \ {0} we denote by U(η1, η2) the element of SO(2) such
that U(η1, η2)

η2

|η2| = η1

|η1| .

In the fast time τ the equation (3.1) reads

dvk =
(1

ν
dΨk(u)V (u) + Ak(v)

)
dτ +

∑
j

Bkj(v)dβj
τ , (4.6)

where we denoted

Ak(v) = dΨk(u)uxx +
1

2

∑
j∈Z0

b2
jd

2Ψk(u)[ej, ej] , Bkj(v) = dΨk(u)bjej .

17



Let us introduce the functions

Ãk(ṽk, v) = U(ṽk,vk)Ak(v), B̃kj(ṽk, v) = U(ṽk,vk)Bkj(v) ,

smooth in (ṽk,vk) from (R2 \ {0}) × (R2 \ {0}). Consider the additional
stochastic equation for ṽk(τ) ∈ R2:

dṽk = Ãk(ṽk, v)dτ +
∑

j

B̃kj(ṽk, v)dβj
τ . (4.7)

Its coefficients are well defined for all non-zero vk and ṽk.
For a γ ∈ (0, 1

2
) we introduce the stopping times τ+

i , i ≥ 0 and τ−i , i ≥ 1,
where τ+

0 = 0 and for i ≥ 1

τ−i = inf{τ ≥ τ+
i−1 : |vk(τ)| ≤ γ or

∣∣v(τ)
∣∣
h1 ≥

1

γ
} ,

τ+
i = inf{τ ≥ τ−i : |vk(τ)| ≥ 2γ and

∣∣v(τ)
∣∣
h1 ≤

1

2γ
)} .

Note that τ+
0 ≤ τ−1 , τ−i < τ+

i < τ−i+1 if i > 0, and τ±j →∞ as j →∞.
Next we construct a continuous process ṽγ

k(τ), τ ≥ 0. We set ṽγ
k(τ

+
0 ) =

vk(τ
+
0 ). For i = 1 we extend ṽγ

k(τ) to the segment ∆i−1 := [τ+
i−1, τ

−
i ] as a

solution of equation (4.7), and on the segment Λi = [τ−i , τ+
i ] we define it as 3

ṽγ
k(τ) = U(ṽk(τ

−
i ),vk(τ

−
i ))vk(τ), for τ ∈ Λi . (4.8)

Lemma 4.4. If |ṽγ
k(τ

+
i−1)| = |vk(τ

+
i−1)| and ṽγ

k satisfies (4.7) on ∆i−1, then
|ṽγ

k | = |vk| everywhere on that segment.

Proof. Application of Ito’s formula to the expression Ĩγ
k = 1

2
|ṽγ

k |2 on the
segment ∆i−1 yields

dĨγ
k =

(
ṽγ

k , Ãk(ṽ
γ
k , v)

)
dτ +

1

2

∑
l

(
|B̃kl(ṽ

γ
k , v)|2dτ + (ṽγ

k , B̃kl(ṽ
γ
k , v))dβl

τ

)
.

Similarly, Ik = 1
2
|vk|2 satisfies

dIk =
(
vk, Ak(v)

)
dτ +

1

2

∑
l

(
|Bkl(v)|2dτ + (vk, Bkl(v))dβl

τ

)
.

3If vk(0) = 0, then τ+
0 = τ−1 = 0 and the formula (4.8) is not defined. But it happens

with zero probability, and in this case we simply set ṽγ
k ≡ 0.
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By construction, the drift and diffusion coefficients of these two equations
satisfy the relations

(
ṽγ

k , Ãk(ṽ
γ
k , v)

)
+

1

2

∑
l

|B̃kl(ṽ
γ
k , v)|2 =

|ṽγ
k |

|vk|
(vk, Ak(v)) +

1

2

∑
l

|Bkl(v)|2 ,

(ṽγ
k , B̃kl(ṽ

γ
k , v)) =

|ṽγ
k |

|vk|
(vk, Bkl(v)).

For the squared difference (Ik − Ĩγ
k )2 we have

d(Ik − Ĩγ
k )2 =

(
2(Ik − Ĩγ

k )
|vk| − |ṽγ

k |
|vk|

(vk, Ak(v))+

+
(|vk| − |ṽγ

k |)2

|vk|2
∑

l

(vk, Bkl(v))2
)

dτ + dMτ ,
(4.9)

where Mτ is a square integrable stochastic integral whose structure is of no
interest. Denote Jγ(τ) = (Ik − Ĩγ

k )2
((

τ ∨ τ+
i ) ∧ τ−i+1

))
. Since

|vk| − |ṽγ
k | = 2

Ik − Ĩγ
k

|vk|+ |ṽγ
k |

,

then it follows from (4.9) that EJγ(τ) ≤ EJγ(0) + C(γ)
τ∫
0

EJγ(s)ds . As

Jγ(τ+
i−1) = 0, then Jγ(τ) ≡ 0 by the Gronwall lemma. That is, |ṽγ

k | = |vk|
on ∆i−1.

Applying this lemma with i = 1 we see that (4.8) with i = 1 is well
defined, and |ṽγ

k | = |vk| on ∆0 ∪ Λ1. Repeating the construction above for
i = 2, 3, . . . we get a continuous process ṽγ

k(τ), τ ≥ 0, satisfying (4.7) on the
segments ∆i, i ≥ 0, satisfying (4.8) on the segments Λi, i ≥ 1, and such that

|ṽγ
k(τ)| ≡ |vk(τ)|.

Let us abbreviate Ui = U(ṽk(τ
−
i ),vk(τ

−
i )). Then on the intervals Λi the

process ṽγ
k(τ) satisfies the equation

dṽγ
k(τ) = Ui

(1

ν
dΨk(u)V (v) + Ak

)
dτ + UiBkj(v)dβj

τ .
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Finally, using the notation

Âk(ṽk, v, t) =


Ãk(ṽk, v), τ ∈

⋃
i

∆i,

Ui

(
1
ν
dΨk(u)V (v) + Ak

)
τ ∈

⋃
i

(τ−i , τ+
i ),

and

B̂kj(ṽk, v, t) =

 B̃kj(ṽk, v), τ ∈
⋃
i

∆i,

UiBkj(v) τ ∈
⋃
i

(τ−i , τ+
i ),

we represent ṽγ
k(τ) as the Ito process

ṽγ
k(τ) = vk(0) +

τ∫
0

Âk(ṽ
γ
k , v, s)ds +

τ∫
0

B̂kj(ṽ
γ
k , v, s)dβj

s . (4.10)

Letting formally
|ṽγ

k |
|vk|

= 1 for |vk| = 0, we make the function
|ṽγ

k |
|vk|

≡ 1 along
all trajectories.

By the definition of Âk and B̂kj and by Theorem 2.3 the following bounds
hold true with a suitable integer K:

|Âk| ≤ C
(∣∣v∣∣K

1
+ 1

)
, τ ∈

⋃
i

∆i

|Âk| ≤ Cν−1
(∣∣v∣∣K

1
+ 1

)
, τ ∈

⋃
i

(τ−i , τ+
i )

|B̂k|h1 ≤ C
(∣∣v∣∣K

1
+ 1

)
, τ ∈ [0,∞)

(cf. Lemma 3.2). Let us fix any ν > 0. The family of processes {vγ
k(·) , 0 <

γ < 1/2} is tight in C(0, T ; R2). This readily follows from (4.10), Lemma 4.1
and the estimates above.

Since Bkj(v) = βjdΨk(u)ej, where Ψ defines diffeomorphisms H0 → h0

and H1 → h1, then the diffusion
∑

B̂kjdβj in R2 is non-degenerate and the
corresponding diffusion matrix admits lower and upper bounds, uniform if∣∣v∣∣

1
≤ R for any R > 0.

Step 2: Cut-of at a level |v|1 = R.
Let us introduce Markov time τ̄R = inf{τ ≥ 0 :

∣∣v(τ)
∣∣
1
≥ R}. We define

the processes vR
k equal to vk for τ ∈ [0, τ̄R] and satisfying the equation

dvR
k (τ) = dWτ , τ > τ̄R ,
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where Wτ =

(
β1

τ

β−1
τ

)
. Also, we define ṽγ,R

k to be equal to ṽγ
k for τ ∈ [0, τ̄R]

and for τ > τ̄R satisfying the equation

dṽγ,R
k (τ) = U(vk(τ̄R), ṽγ

k(τ̄R))dWτ , τ > τ̄R. .

These processes have positive definite diffusion matrices uniformly in γ and
ν, and

|ṽγ,R
k | ≡ |vR

k | .

By Lemma 4.1 we have

P{ṽγ
k(τ) 6= ṽγ,R

k (τ), 0 ≤ τ ≤ T} = P{|vk(τ)| 6= |vR
k (τ)|, 0 ≤ τ ≤ T} → 0

(4.11)
as R → ∞, uniformly in γ and ν. Therefore, it suffices to prove the lemma
for vk replaced by vR

k with arbitrary R. 4

Step 3: limit γ → 0.
Denote a limiting (as γ → 0) law of ṽγ,R

k in C(0, T ; R2) by L̃0, and let
v̂k(τ) be a process such that its law equals L̃0. By construction, the relation
holds L̃0{|v̂k(τ)|} = L{|vR

k (τ)|}. So it suffices to prove the lemma’s assertion
with vk replaced by v̂k.

The process ṽγ,R
k satisfies the relation

ṽγ,R
k (τ) = vR

k (0) +

τ∫
0

Âk,R(ṽγ,R
k , v, s)ds +

τ∫
0

B̂kj,R(ṽγ,R
k , v, s)dβj

s (4.12)

with

Âk,R =

{
Âk, s ≤ τR

0, s > τR

and

B̂kj,R =


B̂kj, s ≤ τR ,

U
( (

1
0

)
δj,1 +

(
0
1

)
δ−j,1

)
s > τR ,

where U = U(vk(τR), ṽγ
k(τR)).

4Indeed, for any ε > 0 choosing first R so big that the probability in (4.11) is < ε/2
and choosing next δ = δ(ε) so small that the l.h.s. of (4.5), evaluated for vk replaced by
vR

k , also is < ε/2, we see that the l.h.s. of (4.5) is < ε, if δ is sufficiently small.
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Denote in (4.12) the drift and martingale parts by Aγ(τ) and Mγ(τ),
respectively. Then

Aγ(τ) =

τ∫
0

Âk,R(ṽγ,R
k , v, s)ds , Mγ(τ) =

τ∫
0

B̂kj,R(ṽγ,R
k , v, s)dβj

s .

Distributions of the pairs (Aγ(·),Mγ(·)) form a tight family of Borel measures
in C(0, T ; R4). Consider a limiting measure and represent it as the distribu-
tion of a process (A0(τ),M0(τ)). Then L

{
A0(·) +M0(·)

}
= L̃0, so we can

take for v̂k the process v̂k(τ) = A0(τ)+M0(τ). Let τ1 and τ2 be arbitrary dis-
tinct point of [0, T ]. The set {ϕ ∈ C(0, T ; R2) : |ϕ(τ1)−ϕ(τ2)| ≤ C0|τ1−τ2|}
is closed, thus

lim sup
γ→0

P{|Aγ(τ1)−Aγ(τ2)| ≤ C0|τ1 − τ2|}

≤ P{|A0(τ1)−A0(τ2)| ≤ C0|τ1 − τ2|} .
(4.13)

Let us denote C0 = 2 sup{|Ak(v)| : |v|1 ≤ R}. Then

|Aγ(τ1)− Aγ(τ2)| ≤
1

2
C0|τ1 − τ2|+ ν−1C(R)

∣∣(∪Λj) ∩ [0, T ]
∣∣ .

It follows from Theorem 2.2.4 in [Kry80] that E|(∪Λj)∩ [0, T ]| → 0 as γ → 0.
Therefore the limit in the l.h.s. of (4.13) equals 1, and we conclude that
P{|A0(τ1) − A0(τ2)| ≤ C0|τ1 − τ2|} = 1. That is, A0(τ) is C0-Lipschitz

continuous and A0(τ) =
τ∫
0

B0(s) ds, where |B0| ≤ C0.

We now turn to the martingale part. Since

[0, T ] 3 τ →Mγ(τ) ∈ R2 , 0 < γ ≤ 1 ,

is a family of continuous square integrable martingales with respect to the
natural filtration and uniformly bounded second moments, then the lim-
iting process M0(τ) is a continuous square integrable martingale as well.
Denote 〈〈Mγ〉〉τ the bracket (quadratic characteristics) of Mγ. Accord-
ing to Corollary VI.6.7 in [JS87], 〈〈M0〉〉τ = limγ→0〈〈Mγ〉〉τ . Since for
v ∈ {v : |v|h1 ≤ R} it holds

c1(τ1 − τ2)|ξ|2 ≤
((
〈〈Mγ〉〉τ1 − 〈〈Mγ〉〉τ2

)
ξ, ξ

)
≤ c−1

1 (τ1 − τ2)|ξ|2 ∀ξ ∈ R2
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with some c1 > 0, then the bracket 〈〈M0〉〉 satisfies the same estimate. In
particular, d〈〈M0〉〉τ = a(τ)dτ for some progressively measurable symmet-
ric 2 × 2-matrix a(τ) such that c1 Id ≤ a(τ) ≤ c−1

1 Id, a.s. Then Wτ =∫ τ

0
a−1/2(s) dM0(s) is a Wiener process in R2 and M0(τ) =

τ∫
0

a1/2(s) dWs.

We have seen that for any ν > 0 and R ≥ 1 each weak limit of the family
ṽγ,R

k (τ) is an Ito process of the form

v̂k(τ) = v̂k(0) +

τ∫
0

B0(s) ds +

τ∫
0

a1/2(s) dWs,

where |B0(τ)| ≤ C0 and c
1/2
1 Id≤ a1/2(τ) ≤ c

−1/2
1 Id a.s., uniformly in t and

ν. Since all the coefficients of this equation are uniformly bounded and
the diffusion matrix is positive definite, the desired statement follows from
Theorem 2.2.4 in [Kry80].

5 Averaging along Kronecker flows.

The flow
St : T∞ → T∞ , ϕ 7→ ϕ + tW, t ∈ R ,

where W ∈ R∞, is called a Kronecker flow. In this section we study averages
of functions f(v) = f(I, ϕ) along such flows.

Lemma 5.1. Let f ∈ Liploc(h
n1), v = (I, ϕ) ∈ hn, n > n1, and f is analytic

in the space hn1. Then for each R′ > 0, m ∈ N and δ > 0 there is a Borel
set Ωm

R′(δ) ⊂ {x ∈ Rm : |x| ≤ R′} such that |Ωm
R′(δ)| < δ, and for any

Wm 6∈ Ωm
R′(δ), |Wm| ≤ R′ the estimate∣∣∣∣∣∣ 1

T

T∫
0

f(I, ϕ + Wmt)dt− 〈f〉(v)

∣∣∣∣∣∣ ≤ 1

Tδ
c0(m, R′, f) + m−(n−n1)P (|v|n) ,

holds uniformly in ϕ ∈ T∞ and |I|h0
I
≤ R′. Here Wm is identified with the

vector (Wm, 0, . . . ) ∈ R∞, and P is the continuous function from (2.3).

Proof. Let us first assume that f(v) = f(Πmv) (i.e., v depends only on
finitely-many variables). Then f = f(Im, ϕm) is analytic in ϕm and the
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radius of analyticity is independent of I, satisfying |I|h0
I
≤ R′. Now the

estimate with P := 0 is a classical result (e.g., see in [MS71]). In general
case we write f as f ◦ Πm + (f − f ◦ Πm) and use (4.4).

We will apply this lemma with Wm = Wm(I), where I = I(τ) is the I-
component of a solution of (3.5). To do this we have to estimate probabilities
of the events {Wm(I(τ)) ∈ Ωm

R′(δ)}. To state the corresponding result we
introduce more notations. For any events Q and O we denote

PQ(O) = P
(
{Q ∩ O

)
,

and
EQ(f) = E

(
(1− χQ)f

)
.

Abusing language, we call PQ a probability. We fix any

p ≥ 1,

denote
BR = {I : |I|hp

I
≤ R},

and for R ≥ 1 consider the event

ΩR = { sup
0≤τ≤T

|vν(τ)|p ≥ R} ,

where vν(τ) is a solution. Noting that |Wm(I)| ≤ R′ = R′(R,m) outside the
event ΩR, we denote

Ω(δ) = Ωm
R′(δ), R′ = R′(R) , 0 < δ < 1 .

Finally, for M ≥ m and 0 < γ < 1 we define

Qγ = {I ∈ h0
I+ : min

1≤j≤M
Ij < γ} .

Lemma 5.2. There exists M = M(R,m) ≥ m such that∫ T

0

PΩR

(
{Wm(I(s)) ∈ Ω(δ)}\{I(s) ∈ Qγ}

)
ds ≤ κ(δ−1; R,m, γ, T ) , (5.1)

uniformly in ν > 0. 5

5We recall that κ(t;R,m, γ, T ) stands for a function of t which goes to zero when
t →∞, and depends on the parameters R,m, γ and T .
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Proof. Consider the function D(I) = det
(
∂Wm

j /∂Ir : 1 ≤ j, r ≤ m
)
. It is

analytic in h0
I (see Amplification to Theorem 2.1), and D 6≡ 0 since D(0) =

Cm, C 6= 0 (see [Kuk00], Lemma 3.3, and [KP03]). For a finite non-decreasing
sequence of natural numbers α = (α1 ≤ · · · ≤ αN) we denote

|α| = αN , [α] = N

and define the derivative ∂αD(I)/∂Iα in the natural way.

Step 1: An estimate for the sets {I ∈ BR : |D(I)| < ε}, 0 < ε � 1.
By the analyticity any point I ′ ∈ BR has a neighbourhood O ⊂ h0

I such
that ∣∣∣∂αD(I)

∂Iα

∣∣∣ ≥ c ∀ I ∈ O ,

where the sequence α = (α1 ≤ · · · ≤ αN) and c > 0 depend only on the
neighbourhood. Since BR is a compact subset of h0

I , we can cover it by a finite
system of neighbourhoods Oj, j = 1, . . . , L, as above, where L = L(R,m).
Then

{I ∈ BR :
∣∣∣∂αjD(I)

∂Iα
j

∣∣∣ � 1 , j = 1, . . . , L} = ∅. (5.2)

Let us denote
M = max

1≤j≤L
|αj| , N = max

1≤j≤L
[αj]

and consider the sequence

ε = ε0 < ε1 < · · · < εN < 1 , εj = ε2−j−2−N+2−j−N

,

where 0 < ε < 1. Note that

εj ε−2
j+1 = ε(2−N ) for 0 ≤ j < N .

For m ≤ [αj] we set

Am
αj

= {I ∈ BR :
∣∣∣ ∂

∂α1
j

. . .
∂

∂αm
j

D(I)
∣∣∣ < εm} .

In particular, A0
αj

= A0 = {I ∈ BR : |D(I)| ≤ ε} for each j.
For 0 < ε � 1 relation (5.2) implies that

A0 =
L⋃

j=1

((
A0 \ A1

αj

)
∪

(
A1

αj
\ A2

αj

)
∪ · · · ∪

(
A[αj ]−1

αj
\ A[αj ]

αj

))
.
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Step 2: An estimate for the integral
∫ T

0
PΩR

{|D(I(s))| < ε} ds.
By the inclusion above, the integral to be estimated is bounded by a finite

sum of the terms∫ T

0

PΩR
{I(s) ∈ Ar

αj
\ Ar+1

αj
} ds , r < [αj] . (5.3)

To estimate (5.3), we abbreviate ∂
∂α1

j
. . . ∂

∂αr
j
D(I) = f(I). Then

Ar
αj
\ Ar+1

αj
= {I ∈ BR : |f(I)| < εr and

∣∣∣ ∂

∂(αr+1
j )

f(I)
∣∣∣ ≥ εr+1} . (5.4)

Consider the Ito process z(τ) = f(I(τ)). We define the Markov moment
τ ′ = min{τ ≥ 0 : |I(τ)|hp

I
≥ R2} ∧ T , and re-define z(τ) for τ ≥ τ ′ as a

continuous process, satisfying

dz(τ) = dβ1
τ for τ ≥ τ ′ .

Since τ ′ > T outside ΩR, then there z(τ) = f(I(τ)) for 0 ≤ τ ≤ T . For z(τ)
we have

dz(τ) = c(τ) dτ +
∑

bj(τ) dβj
τ ,

where |c| ≤ C(R,m), bj = δj,1 for τ ≥ τ ′ and bj =
∑ ∂f

∂Ik
σkj for τ ≤ τ ′.

Denoting a =
∑

b2
j , we have a =

∑
(σσt)jk∇jf∇kf . So |a(τ)| ≤ C(R,m).

From other hand, Lemma 3.1 and (3.4) imply that

|a(τ)| ≥ C(R,m, γ)
M∑

j=1

(∇jf)2 if I(τ) /∈ Qγ . (5.5)

Applying Theorem 2.3.3 from [Kry80] to the process z(τ), we get

E

∫ T

0

(χ{|z(τ)|≤εr}|a(τ)| dτ ≤ C(R,m, T )εr .

By (5.4) and (5.5) the integrand is≥ ε2
r+1C(R,m, γ) if I(t) ∈ (Ar

αj
\Ar+1

αj
)\Qγ.

Hence, ∫ T

0

PΩR
{I(s) ∈ (Ar

αj
\ Ar+1

αj
) \Qγ} ds ≤ εrε

−2
r+1C(R,m, γ, T )

= ε(2−N )C(R,m, γ, T ) .
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We have seen that∫ T

0

PΩR

(
{|D(I(s))| < ε} \ {I(s) ∈ Qγ}

)
ds ≤ ε(2−N )C1(R,m, γ, T ) . (5.6)

Step 3: Proof of (5.1).
We have an inclusion of events

{Wm(s) ∈ Ω(δ)} \ {I(s) ∈ Qγ} ⊂
[(
{Wm(s) ∈ Ω(δ)} \

(
{I(s) ∈ Qγ}

∪{D(I(s)) < ε}
))
∪

(
{|D(I(s)) < ε} \ {I(s) ∈ Qγ}

)]
.

Probability of the second event in the r.h.s. is already estimated. To estimate
probability of the first event we apply the Krylov estimate to the process
Wm(s). Re-defining it after the moment τ ′ (see Step 2) and arguing as when
deriving (5.6) we get that∫ T

0

PΩR

(
{Wm(s) ∈ Ω(δ)} \

(
{I(s) ∈ Qγ} ∪ {D(I(s)) < ε}

))
ds

≤ |Ω(δ)|1/mC(R,m, γ, ε, T ) .

(5.7)

Finally, choosing first ε so small that the r.h.s. of (5.6) is ≤ ε̃ and next
choosing δ so small that the r.h.s. of (5.7) is ≤ ε̃, we see that the l.h.s. of
(5.1) is ≤ 2ε̃ for any ε̃ > 0, if δ is sufficiently small.

6 The limiting dynamics.

Let us fix any T > 0, an integer p ≥ 3 and abbreviate

hp = h , hp
I = hI , hp

I+ = hI+ |I|hp
I

= |I| , |v|p = |v| .

Due to Lemma 4.1 and the equation, satisfied by Iν(τ), the laws L{Iν(·)}
form a tight family of Borel measures on the space C([0, T ]; hI+). Let us
denote by Q0 any its weak limiting point:

Q0 = lim
νj→0

L{Iνj(·)} . (6.1)
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Our aim is to show that Q0 is a solution to the martingale problem in the
space hI with the drift operator 〈F 〉(I) = (〈F1〉(I), 〈F2〉(I), . . . ) and the
covariance 〈A〉(I) = {〈Akl〉(I)}, where

〈Akl〉(I) =
〈 ∑

j

σkj(v)σlj(v)
〉

=
〈 ∑

j

b2
j

(
dΨk(u)ej,vk

)(
dΨl(u)ej,vl

)〉
.

By Lemmas 3.2 and 4.2 the averages 〈Fj〉 and 〈Akl〉 are analytic functions on
hI . Our study of the limit Q0 uses the scheme, suggested by R. Khasminskii
in [Kha68] and is heavily based on the estimates for solutions vν(τ), obtained
above.

First we show that for any k the difference

Ik(τ)−
τ∫

0

〈Fk〉(I(s))ds (6.2)

is a martingale with respect to Q0 and the natural filtration of σ-algebras.
A crucial step of the proof is to establish that

Aν := E max
0≤τ≤T

∣∣∣∣
τ∫

0

(
Fk(I

ν(s), ϕν(s))− 〈Fk〉(Iν(s))
)
ds

∣∣∣∣ → 0 (6.3)

as ν → 0. Proof of (6.3) occupies most of this section.
Let us fix an integer

m ≥ 1,

denote the first m components of vectors Iν and ϕν by Iν,m and ϕν,m, and
rewrite the first 2m equations of the system (3.6) as follows

dIν,m = Fm(Iν , ϕν)dτ + σm(Iν , ϕν)dβτ ,

dϕν,m =
(1

ν
Wm(Iν) + Gm(Iν , ϕν)

)
dτ + gm(Iν , ϕν)dβτ .

(6.4)

Here and afterwards we identify the vectors (Iν
1 , . . . , Iν

m, 0, 0, . . . ) with Iν,m,
and the vectors (ϕν

1, . . . , ϕ
ν
m, 0, 0, . . . ) with ϕν,m.

Denote 〈Fk〉m(Im) = 〈Fk〉m(I, ϕ)I=(Im,0),ϕ=0. By Lemma 3.2 there is a
constant Ck(R) such that for any v = (I, ϕ), |v| ≤ R, we have

|Fk(I, ϕ)− Fk(I
m, ϕm)| ≤ Ck(R)m−1, (6.5)
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|〈Fk〉m(Im)− 〈Fk〉(I)| ≤ Ck(R)m−1 . (6.6)

Define the event ΩR as in Section 5. Due to Lemma 4.1

P(ΩR) ≤ κ∞(R)

(here and in similar situations below the function κ is ν-independent). Since
by Lemma 3.2 the function Fk has a polynomial growth in v, then this esti-
mate implies that

|E max
0≤τ≤T

∫ τ

0

Fk(v
ν(s)) ds− EΩR

max
0≤τ≤T

∫ τ

0

Fk(v
ν(s)) ds| ≤ κ∞(R).

The functions Fk(I
ν,m, ϕν,m), 〈Fk〉m(Iν,m) and 〈Fk〉(Iν,m) satisfy similar rela-

tions. So we have

Aν ≤ κ∞(R) + EΩR
max

0≤τ≤T

∣∣∣∣∣∣
τ∫

0

{Fk(I
ν(s), ϕν(s))ds− Fk(I

ν,m(s), ϕν,m(s))}ds

∣∣∣∣∣∣
+EΩR

max
0≤τ≤T

∣∣∣∣∣∣
τ∫

0

{Fk(I
ν,m(s), ϕν,m(s))− 〈Fk〉m(Iν,m(s))}ds

∣∣∣∣∣∣
+EΩR

max
0≤τ≤T

∣∣∣∣∣∣
τ∫

0

{〈Fk〉m(Iν,m(s))− 〈Fk〉(Iν(s))}ds

∣∣∣∣∣∣ ≤
≤ κ∞(R)+Ck(R)m−1

+ EΩR
max

0≤τ≤T

∣∣∣∣∣∣
τ∫

0

{Fk(I
ν,m(s), ϕν,m(s))− 〈Fk〉m(Iν,m(s))}ds

∣∣∣∣∣∣ .

The last inequality here follows from (6.5)-(6.6). It remains to estimate the
quantity

max
0≤τ≤T

∣∣∣∣∣∣
τ∫

0

{Fk(I
ν,m(s), ϕν,m(s))− 〈Fk〉m(Iν,m(s))}ds

∣∣∣∣∣∣ (1− χΩR
) .

To do this we consider a partition of the interval [0, T ] to subintervals of
length νL, L > 1 by the points

τj = νt0 + νjL, 0 ≤ j ≤ K + 1 ,
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where τK+1 is the last point τj in [0, T ], so |K − T/νL| ≤ 2. The (determin-
istic) initial point t0 ∈ [0, L) will be chosen later. Denote

ηl =

τl+1∫
τl

(
Fk(I

ν,m(s), ϕν,m(s))ds− 〈Fk〉m(Iν,m(s))
)
ds .

Since outside the event ΩR we have

∣∣∣∣
τ ′′∫

τ ′

(
Fk(I

ν,m(s), ϕν,m(s))− 〈Fk〉m(Iν,m(s))
)
ds

∣∣∣∣ ≤ νLC(R)

for any τ ′ < τ ′′ such that τ ′′ − τ ′ ≤ νL, then

EΩR
max

0≤τ≤T

∣∣∣∣
τ∫

0

(
Fk(I

ν,m(s), ϕν,m(s))− 〈Fk〉m(Iν,m(s))
)
ds

∣∣∣∣
≤ EΩR

K∑
l=0

|ηl|+ νLC(R) .

(6.7)

To calculate the contribution from the integral over an l-th subinterval, we
pass there to the slow time t = ν−1τ . Now the system (6.4) reads as

dIν,m(t) = νFm(Iν , ϕν)dt +
√

νσm(Iν , ϕν)dβt ,

dϕν,m(t) =
(
Wm(Iν) + νGm(Iν , ϕν)

)
dt +

√
νgm(Iν , ϕν)dβt .

(6.8)

Denoting tj = τj/ν = t0 + jL we have:

|ηl| ≤ ν

∣∣∣∣
tl+1∫
tl

{
Fk(I

ν,m(x), ϕν,m(x))−

−Fk

(
Iν,m(tl), ϕ

ν,m(tl) + Wm(Iν(tl))(x− tl)
)}

dx

∣∣∣∣
+ν

∣∣∣∣
tl+1∫
tl

{
Fk

(
Iν,m(tl), ϕ

ν,m(tl) + Wm(Iν(tl))(x− tl)
)
− 〈Fk〉m(Iν,m(tl))

}
dx

∣∣∣∣
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+ν

∣∣∣∣
tl+1∫
tl

{
〈Fk〉m(Iν,m(tl))− 〈Fk〉m(Iν,m(x))

}
dx

∣∣∣∣ = Υ1
l + Υ2

l + Υ3
l .

To estimate the integrals Υ1
l −Υ3

l we first optimise the choice of t0. Defin-
ing the event Ω(δ), the number M(R,m) and the set Qγ as in Section 5, we
have

Lemma 6.1. The number τ0 ∈ [0, νL) (depending on ν and δ) can be chosen
in such a way that

1

K

K∑
l=0

PEl ≤ κ∞(R) + κ(γ−1; R,m) + κ(δ−1; γ, R, m) (6.9)

for all 0 < δ, γ < 1, where

El = ΩR ∪ {I(τl) ∈ Qγ} ∪ {Wm(τl) ∈ Ω(δ)} .

Proof. Due to Lemmas 5.2 and 4.3,∫ T

0

P
(
ΩR ∪ {I(τ) ∈ Qγ} ∪ {Wm(τ) ∈ Ω(δ)}

)
dτ

≤ κ∞(R) + κ(γ−1; R,m) + κ(δ−1; R,m, γ) .

Writing the l.h.s. as
∫ νL

0

∑K
l=0 P(El) dτ0, where El is defined in terms of

τl = τ0 +νjL, and applying the meanvalue theorem we get the assertion.

Applying the Doob inequality and Lemmas 3.2, 4.1 to (3.5) we get that

PΩR

(
sup

tl≤t≤tl+1

|Iν(t)− Iν(tl)| ≥ P (R)νL + ∆
)

≤ P
(

sup
tl≤t≤tl+1

ν
∣∣ ∫ t

tl

σ(v(s) dβs

∣∣2 ≥ ∆2
)
≤ CN(νL)N∆−2N ,

for all N and ∆. Assuming that

νL ≤ 1

and denoting Ql = {suptl≤t≤tl+1
|Iν(t) − Iν(tl)| ≥ P1(R)(νL)1/3} , where P1

is a suitable polynomial, we have

PΩR
(Ql) ≤ κ∞

(
(νL)−1; m

)
(6.10)
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Let us set
Fl = El ∪Ql , l = 0, 1, . . . , K .

Then (6.9) implies the estimate

1

K

K∑
l=0

PFl ≤ κ∞(R) + κ(γ−1; R,m) + κ(δ−1; γ, R, m)

+ κ∞
(
(νL)−1; m

)
=: κ .

Since Fk(I, ϕ) has a polynomial growth in I, then

K∑
l=0

∣∣(E− EFl
)Υj

l

∣∣ ≤ P (R)
1

K

K∑
l=0

PFl ≤ κ (6.11)

(we denoted by κ another function of the same form as above). So it remains
to estimate the expectations EFl

Υj
l .

First we study increments of the process ϕν,m(t). Let us denote

ϕν,m(t)− ϕν,m(tl)−Wm(Iν(tl))(t− tl) =: Φν
l (t), tl ≤ t ≤ tl+1.

Then

Φν
l (t) =

∫ t

tl

(
Wm(Iν(x))−Wm(Iν(tl))

)
dx + ν

∫ t

tl

Gm dx

+
√

ν

∫ t

tl

gm dβx =: J1 + J2 + J3 .

Outside Fl we have
|J1| ≤ P (R,m)(νL)1/3L .

To estimate J2 and J3 we assume that

P (R)(νL)1/3 ≤ 1

2
γ .

Then outside Fl

|Iν
k (t)| ≥ 1

2
γ ∀ t ∈ [tl, tl+1], k ≤ m ,

so by Lemma 3.2 there we have

|J2| ≤ νLC(R)γ−1 .
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To bound J3 we introduce the stopping time

t′ = min{t ≥ tl : min
k≤M

Iν
k (t) ≤ γ or |Iν(t)| ≥ R} ∧ tl+1 .

Then

(1− χFl
)|J3(t)| ≤

√
ν

∣∣∣ ∫ t′∧t

tl

gm(s) dβs

∣∣ =: J ′3(t) .

We have νE
∫ t′

tl
|gm|2 ds ≤ νLγ−1C(R,m). So the Doob inequality implies

PFl
{ sup

tl≤t≤tl+1

|J3| ≥ (νL)1/3} ≤ P{ sup
tl≤t≤tl+1

|J ′3| ≥ (νL)1/3}

≤ (νL)1/3γ−1C(R,m).

We have seen that

PFl
{Φν

l ≥ (νL)1/3} ≤ (νL)1/3γ−1C(R,m). (6.12)

Now we may estimate the terms Υj
l .

Terms Υ1
j . Since Fk ∈ Liploc(h), then by (6.12) ‘probability’ PFl

that

the integrand in Υ1
l is ≥ C(R,m)(νL)1/3 is bounded by (νL)1/3γ−1C(R,m).

Since outside Fl the integrand is ≤ C(R,m), then∑
l

EFl
Υ1

l ≤ γ−1(νL)1/3C(R,m).

Terms Υ2
j . By Lemma 5.1, outside Fl

Υ2
l ≤ νδ−1C(R,m) + Lνm−1C(R).

So ∑
l

EFl
Υ2

l ≤ (δL)−1C(R,m) + m−1C(R).

Terms Υ3
j . By Lemma 4.2, outside Fl we have Υ3

l ≤ P (R)(νL)1/3(νL).
So ∑

l

EFl
Υ3

l ≤ P (R)(νL)1/3.
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Now (6.11) and the obtained estimates on the terms Υj
l imply that∑

l

E|ηl| ≤ κ + γ−1(νL)1/3C(R,m) + (δL)−1C(R,m) + m−1C(R).

Using (6.7) we arrive at the final estimate:

Aν ≤ κ∞(R)+C(R)m−1 + νLC(R)

+ 〈same terms as in the r.h.s. above〉.
(6.13)

It is easy to see that for any ε > 0 we can choose our parameters in the
following order

R → m → M(R,m) → γ → δ → L → ν ,

so that the r.h.s. of (6.13) is < ε.
Thus, we have proved

Proposition 6.2. The limit relation (6.3) holds true.

In the same way one can show that

E max
0≤t≤T

∣∣∣∣
t∫

0

{Fk(I
ν(s), ϕν(s))− 〈Fk〉(Iν(s))} ds

∣∣∣∣4 → 0 . (6.14)

¿From Proposition 6.2 taking into account the a priori estimates we finally
derive

Proposition 6.3. The process (6.2) is a square integrable martingale with
respect to a limit measure Q0 and the natural filtration of σ-algebras in
C([0,∞); hI+).

Proof. Let us consider the processes

N
νj

k (τ) = I
νj

k (τ)−
∫ τ

0

〈Fk〉(Iνj(s)) ds , τ ∈ [0, T ], j = 1, 2, . . . .

Due to (3.6) and (6.3) we can write N
νj

k as

N
νj

k (τ) = M
νj

k (τ) + Ξ
νj

k (τ) .
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Here M
νj

k = I
νj

k −
∫

Fk(I
νj , ϕνj) is a martingale, and Ξ

νj

k is a process such
that

E sup
0≤τ≤T

|Ξνj

k (τ)| → 0 as νj → 0 .

This convergence implies that

lim
νj→0

L(N
νj

k (·)) = lim
νj→0

L(M
νj

k (·)) (6.15)

in the sense that if one limit exists, then another one exists as well and the
two are equal.

Due to (6.1) and the Skorokhod theorem, we can find random processes
Jνj(τ) and J(τ), 0 ≤ t ≤ T , such that LJνj(·) = LIνj(·), LJ(·) = Q0, and

Jνj → J in C([0, T ], hI) as νj → 0 , (6.16)

almost surely. By Lemma 4.1,

P{ sup
0≤τ≤T

|Iνj(τ)| ≥ R} ≤ CR−1

uniformly in νj. Since 〈Fk〉 ∈ Liploc(hI) by Lemmas 3.2 and 4.2, then (6.16)
implies that the left limit in (6.15) exists and equals (6.2). By Lemmas 3.2
and 4.1 the family of martingales M

νj

k (τ) is uniformly integrable. Since they
converge in distribution to the process (6.2), then the latter is a martingale
as well.

Denote Zk(t) ≡ Ik(t) −
∫ t

0
〈Fk〉(I(s))ds. Using the same arguments as

above and (6.14) we can show that Zk(t)Zj(t) −
t∫

0

〈Akj〉(I(s))ds is a Q0-

martingale in C([0, T ); hI+). Combining the above statement we arrive at
the following theorem, where T > 0 and p ≥ 3 are any fixed numbers.

Theorem 6.4. Let the processes uν(t) be solutions of equations (1.2) which
either are stationary in time, or satisfy the ν-independent initial condition
(1.3), where u0 is non-random and smooth, and let Ψ(uν(τ)) = vν(τ) =
(Iν(τ), ϕν(τ)). Then any limiting point Q0 of the family L{Iν(·)} is a mea-
sure in C(0, T ; hp

I+) which solves the martingale problem in C(0, T ; hp
I) with

the drift 〈F 〉(I) and covariance 〈A〉(I).

Let σ0(I) be a symmetric square root of 〈A〉(I) so that (σ0(I))σ0(I)t =
〈A〉(I). We recall that 〈A〉(I) is a positive compact operator for each I ∈ h.
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Corollary 6.5. Along a subsequence, the sequence Iν(·) converges in law
in the space C(0, T ; hp

I+) towards a solution I(τ) of the following stochastic
differential equation

dI = 〈F (I)〉 dτ + σ0(I)dWτ , (6.17)

where Wt is a cylindrical Brownian motion on h0
I .

Proof. Denote by h the Hilbert space of sequences {x1, x2 . . . , } with the norm

|x|2h =
∞∑

j=1

j2(2p+4)x2
j . It is easy to check that h is continuously embedded in

hp
I , thus all the coefficients 〈F (I)〉, σ0(I) and 〈A〉(I) are well-defined for any

I ∈ h.
By Theorem 6.4 and Lemma 4.1 the measure Q0 is concentrated on

C(0, T ; h2p+4
I ). Since this space is continuously embedded in C(0, T ; h), then

Q0 is also concentrated on C(0, T ; h). Therefore, Q0 is a solution of the
above limit martingale problem in the Hilbert space h. It remains to use
Theorem IV.3.5 in [Yor74] (also see [DZ92]).

Remark. Equation (6.17) is the Whitham equation for the damped-driven
KdV equation (0.7). Our results show that it has a weak solution in the space
hp

I+ for a given I(0) which is a deterministic vector in the space h∞I+ = ∩hp
I+.

In fact, the same arguments apply when I(0) is a random variable in hP
I+

such that E‖I(0)‖N
hp

I
< ∞, where N and p are large enough.

Remark. The limiting measure in Q0 and the process I(τ) inherit the
uniform in ν estimates on Iν(τ), obtained in Sections 1-4. Namely,

• I(τ) satisfies (4.1) for any m and N ,

• P{Ik(τ) < δ} ≤ κ(δ−1; k) uniformly in τ , for any k ≥ 1.

In particular, I(τ) ∈ hp
I+ \ ∂hp

I+ a.e., for any τ ≥ 0.

Theorem 6.6. Let a process uν(t) be a stationary solution of equations (1.2).
Then for any 0 ≤ τ ≤ T the law of ϕν(τ) converges weakly as ν → 0 to
the Haar measure dϕ on T∞. Any limiting measure Q0 is stationary in τ
and the law of the pair (Iν(τ), ϕν(τ)) converges, along a subsequence {νj},
corresponding to the measure Q0, to the product measure q0×dϕ, where q0 is
a measure in hp

I+, equal to the image of the measure Q0 under the mapping
I(·) 7→ I(0).
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Proof. Let us fix any m and take a bounded Lipschitz function f , defined on
the torus Tm ⊂ T∞. Then

Ef(ϕν(τ)) =
1

T

∫ T

0

Ef(ϕν,m(s)) ds =
1

T
E

∫ T

0

f(ϕν,m(s)) ds,

where ϕν,m satisfies (6.4). Arguing as when estimating the expectation in
the l.h.s. of (6.7) in the proof of Theorem 6.4, we get that

E

∫ T

0

(
f(ϕν,m)− 〈f〉 ds

)
→ 0 as ν → 0 .

Therefore Ef(ϕν(τ)) → 〈f〉, and the first assertion of the theorem follows.
The first part of the second assertion is obvious. To prove the rest, con-

sider an arbitrary bounded Lipschitz test function of the form Φ(I, ϕ) =
f(Im)g(ϕm), m ≥ 1. We have

EΦ(Iν(τ), ϕν(τ)) =
ν

T
E

∫ ν−1T

0

f(Iν,m(t))g(ϕν,m(t)) dt.

Consider a uniform partition of the interval (0, ν−1T ) with sufficiently long
subintervals. As was shown in the proof of Theorem 6.4, with high probability
on any subinterval of the partition the function Iν,m(t) does not deviate
much from a random constant (see (6.10)), while the normalised integral of
g(ϕν,m(t)) approaches the integral of g against the Haar measure (see the
proof of the first assertion). Therefore when ν → 0, the r.h.s. above can be
written as ( ν

T
E

ν−1T∫
0

f(Iν,m(s))ds
) ∫

T∞

g(ϕm)dϕ + o(1) =

=

∫
hp

I

f(Im) dq0

∫
T∞

g(ϕm) dϕ + o(1) .

This completes the proof.

7 Appendix

Here we prove the a-priori estimates, claimed in Section 1.
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Let F : Hm → R be a smooth functional (for some m ≥ 0). Applying
formally Ito’s formula to F (u(t)), where u(t) is a solution, and taking the
expectation we get

d

dt
EF (u(t)) = E〈∇F (u), νuxx − V (u)〉+

1

2
ν

∑
s

b2
sEd2F (u)[es, es].

In particular, if F (u) is an integral of motion for the KdV equation, then
〈∇F (u), V (u)〉 = 0 and we have

d

dt
EF (u(t)) = νE〈∇F (u), uxx〉+

1

2
ν

∑
s

b2
sEd2F (u)[es, es]. (7.1)

Since ‖u‖2
0 is an integral of motion, then F (u) = exp(σ‖u‖2

0), 0 < σ ≤ 1
2
,

also is an integral. We have:

∇F (u) = 2σeσ‖u‖20u , d2F (u)[e, e] = 2σeσ‖u‖20‖e‖2
0 + 4σ2eσ‖u‖20〈u, e〉2 .

So (7.1) implies that

d

dt
Eeσ‖u‖20 = −νσE

(
eσ‖u‖20

(
2‖u‖2

1 −B0 − 2σ
∑

b2
su

2
s

))
,

where for r ≥ 0 we set
Br =

∑
j2rb2

s .

Denoting B̂ = max b2
s and choosing σ ≤ (2B̂)−1 we get that

d

dt
Eeσ‖u‖20 ≤ −νσE

(
eσ‖u‖20

(
‖u‖2

1 −B0

))
≤ −νσB0

(
Eeσ‖u‖20 − 2e2σB0

)
.

So the estimate (1.4) holds for all t ≥ 0. In particular, for each N > 0 we
have

E‖u(t)‖N
0 ≤ MN = Cσ−N/2 · 〈 the r.h.s. of (1.4) 〉 . (7.2)

The KdV equation has infinitely many integrals of motion Jm(u), m ≥ 0,
which can be written as

Jm(u) = ‖u‖2
m +

m∑
r=3

∑
m

∫
Cr,mu(m1) . . . u(mr) dx . (7.3)
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Here the inner sum is taken over all integer r-vectors m = (m1, . . . mr) such
that 0 ≤ mj ≤ m − 1 ∀ j and m1 + . . . mr = 4 + 2m − 2r (in particular,
J0 = ‖u‖2

0). E.g., see [KP03], p. 209.
Let us consider an integral as in (7.3),

I =

∫
u(m1) . . . u(mf ) dx , m1 + · · ·+ mf = M ,

where f ≥ 2, M ≥ 1 and 0 ≤ mj ≤ µ − 1, Θ := µ−1(M + f/2 − 1) < 2 for
some µ ≥ 2. Then, by Hölder’s inequality,

|I| ≤ |u(m1)|Lp1
. . . |u(mf )|Lpf

, pj =
M

mj

≤ ∞.

Applying next the Gigliardo–Nirenberg inequality we find that

|I| ≤ C‖u‖Θ
µ ‖u‖

f−Θ
0 . (7.4)

Finally, evoking the Young inequality we get that

|I| ≤ δ‖u‖2
µ + Cδ‖u‖

2 f−Θ
2−Θ

0 , ∀ δ > 0 . (7.5)

We have

I1 := 〈∇Jm(u), uxx〉 = −2‖u‖2
m+1 +

m+2∑
r=3

∑
m

C ′
mu(m1) . . . u(mr) dx,

where m1 + · · ·+ mr = 6 + 2m− 2r. Due to (7.5) with δ = 1/2, f = r and
µ = m + 1,

I1 ≤ −3

2
‖u‖2

m+1 + C‖u‖2 r−Θ
2−Θ

0 ≤ −3

2
‖u‖2

m+1 + C
(
1 + ‖u‖4(m+1)

0

)
.

Next,

d2Jm(u)[v, v] = 2‖v‖2
m +

∑
r

∑
m

∫
C ′′

m v(m1)v(m2)u(m3) . . . u(mr) dx .

Hence,

I2 := d2Jm(u)[ej, ej] ≤ 2j2m + |ej|Cm1 |ej|Cm2

∑
r,m

∫
Ĉm|u(m1) . . . |u(mr̂)| dx ,
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where r̂ = r− 2 and m1 + · · ·+ mr̂ = 4 + 2m− 2r−m1 −m2 =: M̂ , M̂ ≥ 0.
Note that |ej|Cn = jn for each j and n. Assume first that r ≥ 4 and M̂ > 0.
Then (7.4) implies that

I2 ≤ 2j2m + C‖u‖Θ
m+1j

m1+m2‖u‖r−2−Θ
0 ,

with Θ = 2− (3/2)r+m1+m2

m+1
.

By the Young inequality,

I2 ≤ 2j2m + δ‖u‖2
m+1 + Cδ

(
jm1+m2‖u‖r−2−Θ

0

) 2
2−Θ

≤ 2j2m + δ‖u‖2
m+1 + Cδj

2(m+1)
(
1 + ‖u‖

4
3
(m+1)

0

)
.

It is easy to see that this estimate also holds for r = 4 and for M̂ = 0.
Using in (7.1) with F = Jm the obtained bounds for I1 and I2 we get that

d

dt
EJm(u) ≤ −3

2
νE‖u‖2

m+1 + C1νE(1 + ‖u‖4(m+1)
0 ) + ν

∑
|s|2mb2

s

+
1

2
δνE‖u‖2

m+1

∑
b2
s +

1

2
Cδν

∑
b2
ss

2(m+1)
(
1 + E‖u‖

4
3
(m+1)

0

)
.

Choosing δ = B−1
0 and using (7.2) we arrive at the estimate

d

dt
EJm(u) ≤ −νE‖u‖2

m+1 + νCm ,

where Cm depends on Bm+1 and M4(m+1).
Applying (7.5) with µ = m to (7.3) we see that

1

2
‖u‖2

m − C(1 + ‖u‖4m
0 ) ≤ Jm(u) ≤ 2‖u‖2

m + C(1 + ‖u‖4m
0 ). (7.6)

Therefore
d

dt
EJm(u) ≤ −ν

2

(
EJm(u)− C ′

m

)
,

where C ′
m depends on the same quantities as Cm. We get that

EJm(u(t)) ≤ max(EJm(u(0)), C ′
m)

for each t ≥ 0. Using (7.6) we obtain (1.5).
Let us take any integers m ≥ 0, k ≥ 1. By the interpolation inequality

‖u‖k
m ≤ ‖u‖mk‖u‖k−1

0 . Therefore

E‖u‖k
m ≤

(
E‖u‖2

mk

)1/2(
E‖u‖2(k−1)

0

)1/2
.

Using this inequality jointly with (7.2) and (1.5) we get the estimate(1.6).
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