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#### Abstract

We study the reduced Bogoliubov-Dirac-Fock (BDF) energy which allows to describe relativistic electrons interacting with the Dirac sea, in an external electrostatic potential. The model can be seen as a meanfield approximation of Quantum Electrodynamics (QED) where photons and the so-called exchange term are neglected. A state of the system is described by its one-body density matrix, an infinite rank self-adjoint operator which is a compact perturbation of the negative spectral projector of the free Dirac operator (the Dirac sea).

We study the minimization of the reduced BDF energy under a charge constraint. We prove the existence of minimizers for a large range of values of the charge, and any positive value of the coupling constant $\alpha$. Our result covers neutral and positively charged molecules, provided that the positive charge is not large enough to create electron-positron pairs. We also prove that the density of any minimizer is an $L^{1}$ function and compute the effective charge of the system, recovering the usual renormalization of charge: the physical coupling constant is related to $\alpha$ by the formula $\alpha_{\text {phys }} \simeq \alpha(1+2 \alpha /(3 \pi) \log \Lambda)^{-1}$, where $\Lambda$ is the ultraviolet cut-off. We eventually prove an estimate on the highest number of electrons which can be bound by a nucleus of charge $Z$. In the nonrelativistic limit, we obtain that this number is $\leq 2 Z$, recovering a result of Lieb.

This work is based on a series of papers by Hainzl, Lewin, Séré and Solovej on the mean-field approximation of no-photon QED.


## 1 Introduction

In this paper, we study a model of Quantum Electrodynamics (QED) allowing to describe the behavior of relativistic electrons in an external field and interacting with the virtual electrons of the Dirac sea, in a mean-field type theory. This work should be seen as the continuation of previous papers by Hainzl, Lewin, Séré and Solovej [12]-[16], in which a more complicated model called Bogoliubov-DiracFock (BDF) is considered. This project was mainly inspired of an important
physical paper by Chaix and Iracane $[6,5]$ in which a model of the same kind was first proposed. We start by summarizing the physical motivation before defining the model properly.

Dirac introduced his operator in 1928 [7] with the purpose to describe the behavior of relativistic electrons. It is defined as

$$
\begin{equation*}
D^{0}=-i \sum_{k=1}^{3} \alpha_{k} \partial_{k}+\beta:=-i \boldsymbol{\alpha} \cdot \nabla+\beta \tag{1}
\end{equation*}
$$

where $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ and $\beta$ are the $4 \times 4$ Dirac matrices [27]. The operator $D^{0}$ acts on $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$. Contrary to the non-relativistic Hamiltonian $-\Delta / 2$, the operator $D^{0}$ is unbounded from below: $\sigma\left(D^{0}\right)=(-\infty,-1] \cup[1, \infty)$. This property is known to be the basic explanation of various peculiar physical phenomena like the possible creation of electron-positron pairs or the polarization of the vacuum. The model that we shall study is a rough approximation of Quantum Electrodynamics but it is able to reproduce many of these physical phenomena. We refer to [12]-[16] for more details.

In QED, one can write a formal Hamiltonian acting on the usual fermionic Fock space, in Coulomb gauge and neglecting photons [15, Eq. (1)]. The meanfield approximation then consists in restricting formally this Hamiltonian to a special subclass of states in the Fock space, called the Hartree-Fock states. Any of these states is uniquely determined by its one-body density matrix which is a self-adjoint operator $0 \leq P \leq 1$ acting on $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$. Often $P$ is an orthogonal projector. The QED energy then becomes a nonlinear functional in the variable $P$, which can be formally written as follows

$$
\begin{align*}
& \mathcal{E}_{\mathrm{QED}}^{\nu}(P)=\operatorname{tr}\left(D^{0}(P-1 / 2)\right)-\alpha \iint_{\mathbb{R}^{3} \times \mathbb{R}^{3}} \frac{\nu(x) \rho_{[P-1 / 2]}(y)}{|x-y|} d x d y \\
+ & \frac{\alpha}{2} \iint_{\mathbb{R}^{3} \times \mathbb{R}^{3}} \frac{\rho_{[P-1 / 2]}(x) \rho_{[P-1 / 2]}(y)}{|x-y|} d x d y-\frac{\alpha}{2} \iint_{\mathbb{R}^{3} \times \mathbb{R}^{3}} \frac{|(P-1 / 2)(x, y)|^{2}}{|x-y|} d x d y \tag{2}
\end{align*}
$$

where for any operator $Q$ acting on $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ with kernel $Q(x, y), \rho_{Q}$ is formally defined as $\rho_{Q}(x)=\operatorname{tr}_{\mathbb{C}^{4}}(Q(x, x))$. Recall $Q(x, y)$ acts on 4 -spinors, i.e. is a $4 \times 4$ complex hermitian matrix. The first term of (2) is the kinetic energy of the particles, whereas the second term describes the interaction with an external electrostatic field created by a smooth distribution of charge $\nu$ (describing for instance a system of classical nuclei). The last two terms account for the interaction between the particles themselves. We have chosen a system of units such that $\hbar=c=1$, and also such that the mass $m_{e}$ of the electron is normalized to 1. The constant $\alpha=e^{2}$ (where $e$ is the bare charge of an electron) is a small number called the Sommerfeld fine-structure constant.

Expression (2) is purely formal: when $P$ is an orthogonal projector on $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right), P-1 / 2$ is never compact and none of the terms above makes sense a priori. However, it is possible to give a meaning to (2) by restricting the system to a box and imposing an ultraviolet cut-off. One can then study the thermodynamic limit, i.e. the behavior of the energy and of the minimizers when the size of the box goes to infinity (but the ultraviolet cut-off is fixed). This approach was the main purpose of [15].

The last two terms of (2) are respectively called the direct term and the exchange term. In theoretical studies of the Hartree-Fock model, the exchange term is sometimes neglected [26]. The above energy then becomes (formally) convex, a very interesting simplification both from a theoretical and numerical point of view. Refined models exist: in relativistic density functional theory for instance, the exchange term is approximated by a function of the density $\rho_{[P-1 / 2]}$ and its derivatives only, see, e.g., the review [11]. Neglecting the last term, one is led to consider the following reduced formal functional

$$
\begin{align*}
\mathcal{E}_{\mathrm{r}-\mathrm{QED}}^{\nu}(P)=\operatorname{tr}\left(D^{0}(P-1 / 2)\right) & -\alpha \iint_{\mathbb{R}^{3} \times \mathbb{R}^{3}} \frac{\nu(x) \rho_{[P-1 / 2]}(y)}{|x-y|} d x d y \\
& +\frac{\alpha}{2} \iint_{\mathbb{R}^{3} \times \mathbb{R}^{3}} \frac{\rho_{[P-1 / 2]}(x) \rho_{[P-1 / 2]}(y)}{|x-y|} d x d y \tag{3}
\end{align*}
$$

As usual, one is interested in finding states having lowest energy, possibly in a specific subclass. In QED, a global minimizer in the Fock space is interpreted as being the vacuum, whereas other states (containing a finite number $q$ of real electrons for example) are obtained by assuming a charge constraint. When the external field vanishes $(\nu \equiv 0)$ and for any values of the coupling constant $\alpha \geq 0$, one easily proves that $\mathcal{E}_{\mathrm{r}-\mathrm{QED}}^{0}$ has a unique global minimizer which is the negative spectral projector of the free Dirac operator:

$$
P_{-}^{0}:=\chi_{(-\infty, 0]}\left(D^{0}\right)
$$

The precise mathematical statement is that when the system is restricted to a box of size $L$ with an ultraviolet cut-off $\Lambda$, the above energy is well-defined; it has a unique minimizer

$$
P_{L}=\chi_{(-\infty, 0]}\left(D_{L}^{0}\right)
$$

where $D_{L}^{0}$ is the Dirac operator acting on the box with periodic boundary conditions. The sequence $P_{L}^{0}$ converges (in a weak sense) to $P_{-}^{0}$ which is thus interpreted as the unique global minimizer of $P \mapsto \mathcal{E}_{\mathrm{r}-\mathrm{QED}}^{0}(P)$. If the exchange term is not neglected, the situation is more complicated and we refer to [15] where the thermodynamic limit was carried out.

The fact that $P_{-}^{0}$ is found to be the global minimizer of our formal energy is not physically surprising. This corresponds to the usual Dirac picture [7, 8, 9, 10] which consists in assuming that the vacuum should be seen as an infinite system of virtual particles occupying all the negative energy states of the free Dirac operator. Notice however that when the exchange term is taken into account, this picture is no longer valid: $P_{-}^{0}$ does not describe the free vacuum which is instead solution of a complicated translation-invariant nonlinear equation, see [15].

We want to emphasize the importance of the subtraction of half the identity in all the terms of the above energy (3). Indeed, the kernel of the translationinvariant operator $P_{-}^{0}-1 / 2$ is

$$
\left(P_{-}^{0}-1 / 2\right)(x, y)=(2 \pi)^{-3 / 2} f(x-y) \text { where } \hat{f}(k)=-\frac{D^{0}(k)}{2\left|D^{0}(k)\right|}
$$

If we assume that there is a cut-off $\Lambda$ in the Fourier domain, i.e. $\operatorname{supp}(\hat{f}) \subseteq$ $B(0, \Lambda)$, it is then possible to compute the density

$$
\begin{equation*}
\rho_{\left[P_{-}^{0}-1 / 2\right]}=(2 \pi)^{-3 / 2} \operatorname{tr}_{\mathbb{C}^{4}}(f(0))=(2 \pi)^{-3} \int_{B(0, \Lambda)} \operatorname{tr}_{\mathbb{C}^{4}}(\hat{f}(k)) d k \equiv 0 \tag{4}
\end{equation*}
$$

the Dirac matrices being trace-less. We therefore obtain that the free vacuum has no density of charge, which is comforting physically.

When the external field does not vanish, the main idea is then to subtract the (infinite) energy of the free vacuum $\mathcal{E}_{\mathrm{r}-\mathrm{QED}}^{0}\left(P_{-}^{0}\right)$ to (3), in order to obtain a finite quantity. This yields the so-called (formal) reduced-Bogoliubov-Dirac-Fock energy (rBDF) which was already studied in [13] and is more easily expressed in terms of the difference $Q=P-P_{-}^{0}$,

$$
\begin{align*}
\mathcal{E}_{\mathrm{r}}^{\nu}\left(P-P_{-}^{0}\right)= & " \mathcal{E}_{\mathrm{r}-\mathrm{QED}}^{\nu}(P)-\mathcal{E}_{\mathrm{r}-\mathrm{QED}}^{0}\left(P_{-}^{0}\right) " \\
= & \operatorname{tr}\left(D^{0}\left(P-P_{-}^{0}\right)\right)-\alpha \iint_{\mathbb{R}^{6}} \frac{\nu(x) \rho_{\left[P-P_{-}^{0}\right]}(y)}{|x-y|} d x d y \\
& +\frac{\alpha}{2} \iint_{\mathbb{R}^{6}} \frac{\rho_{\left[P-P_{-}^{0}\right]}(x) \rho_{\left[P-P_{-}^{0}\right]}(y)}{|x-y|} d x d y \tag{5}
\end{align*}
$$

Note that we have used (4). What we have gained is that $Q=P-P_{-}^{0}$ can now be a compact operator (it will indeed be Hilbert-Schmidt). We recall that $P$ is the density matrix of our Hartree-Fock state, hence it satisfies $0 \leq P \leq 1$ which translates on $Q$ as $-P_{-}^{0} \leq Q \leq 1-P_{-}^{0}:=P_{+}^{0}$.

A (formal) global minimizer $Q$ of $\mathcal{E}_{\mathrm{r}}^{\nu}$ is interpreted as the polarized vacuum in the presence of the external density $\nu$. Formally, it solves the self-consistent equation

$$
\left\{\begin{array}{l}
Q=\chi_{(-\infty, 0)}\left(D_{Q}\right)-P_{-}^{0}  \tag{6}\\
D_{Q}=D^{0}+\alpha\left(\rho_{Q}-\nu\right) *|\cdot|^{-1}
\end{array}\right.
$$

In order to describe a physical system containing a finite number $q$ of real electrons, it is necessary to minimize the above energy not on the full class of states, but rather in a chosen charge sector, i.e. over states satisfying the formal charge constraint " $\operatorname{tr}(Q)=\operatorname{tr}\left(P-P_{-}^{0}\right)=q$ ". Then a minimizer will satisfy the following equation

$$
\left\{\begin{array}{l}
Q=\chi_{(-\infty, \mu)}\left(D_{Q}\right)-P_{-}^{0}+\delta  \tag{7}\\
D_{Q}=D^{0}+\alpha\left(\rho_{Q}-\nu\right) *|\cdot|^{-1}
\end{array}\right.
$$

where $\mu$ is a Lagrange multiplier due to the charge constraint and interpreted as a chemical potential. The operator $\delta$ is a finite rank operator satisfying $0 \leq \delta \leq 1$ and $\operatorname{Ran}(\delta) \subset \operatorname{ker}\left(D_{Q}-\mu\right)$. Notice the number $q$ does not need to be an integer as one may want to describe mixed states (in which case $\delta \neq 0$ ).

We see that in both cases (minimization with or without a charge constraint), a minimizer always corresponds to filling energies of an effective Dirac operator up to some Fermi level $\mu$. This corresponds to original ideas of Dirac. For the general BDF theory, the idea that one can have a bounded below functional whose minimizer satisfies this kind of equation was first proposed by Chaix and Iracane $[6,5]$.

In this paper, we shall prove that the range of $q$ 's such that minimizers exist is an interval $\left[q_{m}, q_{M}\right] \subset \mathbb{R}$ which contains both the charge of the polarized vacuum (the global minimizer of the energy, solution of (6)) denoted by $q_{0}$, and $Z=\int_{\mathbb{R}^{3}} \nu$. This proves the existence of neutral molecules and of positively charged molecules the charge of which is not too big, because in this case one has $q_{0}=0$. This extends previous results proved for the BDF theory with the exchange term in [14]: sufficient conditions were given for the existence of
minimizers, but these conditions could only be checked in the nonrelativistic or the weak coupling limits. In the present paper, we shall also give interesting properties of a minimizer when it exists, and provide a bound on the maximal number of electrons which can be bound by a nucleus of charge $Z$, following ideas of Lieb [20].

The mathematical formulation and the proofs of the above statements are not straightforward.

The first (and main) difficulty is that we do not expect that a solution $Q$ of Equations (6) or (7) is a trace-class operator. Indeed our results below will imply that in most cases it cannot be trace-class. This is a big problem as in the energy (3) the first term is expressed as a trace, as well as the total charge of the system which we formally wrote " $\operatorname{tr}(Q)$ " in the previous paragraphs. This issue was solved in [12] where it was proposed to generalize the trace functional and to define the trace counted relatively to the free vacuum $P_{-}^{0}$ as

$$
\operatorname{tr}_{P_{-}^{0}}(Q):=\operatorname{tr}\left(P_{+}^{0} Q P_{+}^{0}\right)+\operatorname{tr}\left(P_{-}^{0} Q P_{-}^{0}\right)
$$

As we shall see, any minimizer $Q$ will have a finite so-defined $P_{-}^{0}$-trace, which does not mean that $Q$ is trace-class.

If we do not expect $Q$ to be trace-class, there is a problem in defining the density of charge $\rho_{Q}$. Indeed it is known that in QED there are several divergences which need to be removed by means of an ultraviolet cut-off. In previous works [12]-[16], a sharp cut-off $\Lambda$ was imposed: the space $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ was replaced by its subspace consisting of functions that have a Fourier transform with support in the ball of radius $\Lambda$. This allowed to give a solid mathematical meaning to the energy (5). In $[12,13]$, it was proved that the energy has a global minimizer $Q$, solution of (6). In [14], sufficient conditions were given on $q$ to ensure the existence of a ground state in the charge sector $q$ with the exchange term. They could only be checked in the nonrelativistic or the weak coupling limit.

In this paper, we propose other kinds of cut-offs which seem better for obtaining decay properties of the density of charge ${ }^{1}$. Essentially, they consist in replacing the Dirac operator $D^{0}$ by $D^{\zeta}(p)=(\boldsymbol{\alpha} \cdot p+\beta)\left(1+\zeta\left(|p|^{2} / \Lambda^{2}\right)\right)$ where $\zeta$ is a smooth function growing fast enough at infinity. We call these cut-offs smooth in contrast to the previous sharp cut-off. But many of our results will also be valid in the sharp cut-off case.

Even with an ultraviolet cut-off, a minimizer $Q$ will in general not be traceclass. But we shall be able to prove that anyway its density of charge is an $L^{1}$ function: $\rho_{Q} \in L^{1}\left(\mathbb{R}^{3}\right)$. This information can then be used to prove the existence of all atoms and molecules which are either neutral or positively charged and do not have a too strong positive nuclear density. Also we shall prove a formula which relates the integral of $\rho_{Q}$ and $q=\operatorname{tr}_{P_{-}^{0}}(Q)$ of the form

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \rho_{Q}-Z \simeq \frac{q-Z}{1+2 /(3 \pi) \alpha \log \Lambda} \tag{8}
\end{equation*}
$$

(see Theorem 4 for a precise statement depending on the chosen cut-off $\Lambda$ ). When $q \neq Z$, this proves that $\int_{\mathbb{R}^{3}} \rho_{Q} \neq q=\operatorname{tr}_{P_{-}^{0}}(Q)$, hence $Q$ cannot be trace-class.

[^0]The fact that a minimizer is not trace-class but its density is anyway an $L^{1}$ function can first be thought of as being a technical issue. But Equation (8) has a relevant physical interpretation. It means that the total observed charge $\int_{\mathbb{R}^{3}} \rho_{Q}-Z$ is different from the real charge $q-Z$ of the system. Hence the mathematical property that a minimizer is not trace-class is well interpreted physically in terms of charge renormalization. We even recover a standard charge renormalization formula in QED, see [19, Eq. (8)] and [17, Eq. (7.18)], although we use a simple model without photons and within the Hartree-Fock approximation with the exchange term removed.

As announced before, we shall prove in this paper that minimizers exist if and only if $q \in\left[q_{m}, q_{M}\right]$, an interval which contains both $Z$ and the charge $q_{0}$ of the polarized vacuum. We shall also derive some bounds on $q_{m}$ and $q_{M}$, assuming that the nuclear charge distribution is not too strong. Essentially we prove that $q_{m}<0$ is very small and that

$$
Z \leq q_{M} \leq 2 Z+\underset{\alpha \rightarrow 0}{o}(1) .
$$

In the nonrelativistic limit we recover the usual bound of the reduced HartreeFock model which can be obtained by a method of Lieb [20].

In the next section, we define the reduced BDF energy (5) properly and state our main results. Proofs are given in Section 3.
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## 2 Model and main results

In the whole paper, we denote by $\mathfrak{S}_{p}(\mathfrak{H})$ the usual Schatten class of operators $Q$ acting on a Hilbert space $\mathfrak{H}$ and such that $\operatorname{tr}\left(|Q|^{p}\right)<\infty$. We use the notation $Q^{\epsilon \epsilon^{\prime}}:=P_{\epsilon}^{0} Q P_{\epsilon^{\prime}}^{0}$ for any $\epsilon, \epsilon^{\prime} \in\{ \pm\}$. A self-adjoint operator $Q$ acting on $\mathfrak{H}$ is said to be $P_{-}^{0}$-trace class [12] if $Q \in \mathfrak{S}_{2}(\mathfrak{H})$ and $Q^{++}, Q^{--} \in \mathfrak{S}_{1}(\mathfrak{H})$. We then define its $P_{-}^{0}$-trace as

$$
\operatorname{tr}_{P_{-}^{0}}(Q)=\operatorname{tr}\left(Q^{--}\right)+\operatorname{tr}\left(Q^{++}\right) .
$$

The space of $P_{-}^{0}$-trace class operators on $\mathfrak{H}$ will be denoted by $\mathfrak{S}_{1}^{P_{-}^{0}}(\mathfrak{H})$. We refer to [12] where important properties of this generalization of the trace functional are provided.

### 2.1 Ultraviolet regularization

It is well-known that in Quantum Electrodynamics a cut-off is mandatory [3, 17]. There are two sources of divergence in the Bogoliubov-Dirac-Fock model. The first is the negative continuous spectrum of the Dirac operator, which is cured by the subtraction of the (infinite) energy of the Dirac sea, as explained above. The second source of divergence is the rather slow growth of the Dirac operator for large momenta: $D^{0}$ only behaves linearly in $p$ at infinity ${ }^{2}$.

[^1]This can be cured by imposing a sharp cut-off on the space, i.e. by replacing $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ by its subspace

$$
\begin{equation*}
\mathfrak{H}_{\Lambda}:=\left\{f \in L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right) \mid \operatorname{supp}(\widehat{f}) \subseteq B(0, \Lambda)\right\} \tag{9}
\end{equation*}
$$

Notice $D^{0} \mathfrak{H}_{\Lambda} \subset \mathfrak{H}_{\Lambda}$. This simple approach was chosen in previous works [12][16].

However, when looking at decay properties of the electronic density, it might be more adapted to instead increase the growth of the Dirac operator at infinity. This means we replace $D^{0}$ by the operator

$$
\begin{equation*}
D^{\zeta}(p):=(\boldsymbol{\alpha} \cdot p+\beta)\left(1+\zeta\left(\frac{|p|^{2}}{\Lambda^{2}}\right)\right) \tag{10}
\end{equation*}
$$

where $\zeta:[0, \infty) \mapsto[0, \infty)$ grows fast enough at infinity. The operator $D^{\zeta}$ is self-adjoint on $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ with domain

$$
\mathcal{D}\left(D^{\zeta}\right):=\left\{f \in L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right) \left\lvert\,\left(1+|p| \zeta\left(\frac{|p|^{2}}{\Lambda^{2}}\right)\right)^{1 / 2} \widehat{f}(p) \in L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)\right.\right\}
$$

We remark that the case of the sharp cut-off (9) formally corresponds to

$$
\zeta(x)= \begin{cases}0 & \text { if }|x| \leq 1  \tag{11}\\ +\infty & \text { otherwise }\end{cases}
$$

In this work, we shall consider both cases (9) and (10). We assume throughout the whole paper that

- either $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta \equiv 0$ (or equivalently $\zeta$ given by (11));
- or $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta$ satisfies the following properties:

$$
\begin{gather*}
\zeta \in C^{3}([0, \infty)) \text { is non-decreasing and } \zeta(0)=0  \tag{12}\\
\zeta(x) \geq \varepsilon x^{\varepsilon / 2} \mathbb{1}(x \geq 1) \quad \text { for some } \varepsilon>0  \tag{13}\\
\left(1+|x|^{p}\right)\left|\zeta^{(p)}(x)\right| \leq C(1+\zeta(x)) \quad \text { for } p=1,2,3 \tag{14}
\end{gather*}
$$

Many of our results will be true under weaker assumptions on $\zeta$ but we shall restrict ourselves to (12)-(14) for simplicity. We notice that under these assumptions, the spectrum of $D^{\zeta}$ is the same as the one of $D^{0}$ :

$$
\sigma\left(D^{\zeta}\right)=(-\infty ;-1] \cup[1 ; \infty)
$$

Also the negative spectral projector of $D^{\zeta}$ is the same as the one of $D^{0}$ :

$$
P_{-}^{0}=\chi_{(-\infty, 0]}\left(D^{0}\right)=\chi_{(-\infty, 0]}\left(D^{\zeta}\right)
$$

In the whole paper, we shall consider perturbations of $D^{\zeta}$ of the form $D^{\zeta}+$ $\rho *|\cdot|^{-1}$ where $\rho$ belongs to the so-called Coulomb space

$$
\begin{equation*}
\mathcal{C}:=\left\{\rho \in \mathcal{S}^{\prime}\left(\mathbb{R}^{3}\right) \mid D(\rho, \rho)<\infty\right\} \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
D(f, g)=4 \pi \int_{\mathbb{R}^{3}}|k|^{-2} \overline{\widehat{f}(k)} \widehat{g}(k) d k \tag{16}
\end{equation*}
$$

Notice the dual space of $\mathcal{C}$ is the Beppo-Levi space

$$
\mathcal{C}^{\prime}:=\left\{V \in L^{6}\left(\mathbb{R}^{3}\right) \mid \nabla V \in L^{2}\left(\mathbb{R}^{3}\right)\right\} .
$$

Lemma 1. We assume that $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$, or that $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta$ satisfies (12)-(14). For any $\rho \in \mathcal{C}$, the operator $D^{\zeta}+\rho *|\cdot|^{-1}$ defined on the same domain as $D^{\zeta}$ is self-adjoint and satisfies:

$$
\sigma_{\mathrm{ess}}\left(D^{\zeta}+\rho *|\cdot|^{-1}\right)=\sigma_{\mathrm{ess}}\left(D^{\zeta}\right)=(-\infty,-1] \cup[1, \infty)
$$

Proof. We denote $V:=\rho *|\cdot|^{-1}$. We have $V\left|D^{\zeta}\right|^{-1}$ is in $\mathfrak{S}_{6}(\mathfrak{H})$, hence is compact. This is because we can use the Kato-Seiler-Simon inequality (see [24] and [25, Thm 4.1])

$$
\begin{equation*}
\forall p \geq 2, \quad\|f(-i \nabla) g(x)\|_{\mathfrak{S}_{p}} \leq(2 \pi)^{-3 / p}\|g\|_{L^{p}\left(\mathbb{R}^{3}\right)}\|f\|_{L^{p}\left(\mathbb{R}^{3}\right)} \tag{17}
\end{equation*}
$$

and obtain

$$
\begin{equation*}
\left\|V\left|D^{\zeta}\right|^{-1}\right\|_{\mathfrak{S}_{6}(\mathfrak{H})} \leq C\|V\|_{L^{6}\left(\mathbb{R}^{3}\right)}\left\|\left|D^{\zeta}(\cdot)\right|^{-1}\right\|_{L^{6}\left(\mathbb{R}^{3}\right)} \leq C\|\nabla V\|_{L^{2}}=C\|\rho\|_{\mathcal{C}} . \tag{18}
\end{equation*}
$$

Lemma 1 is then an application of a criterion by Weyl [23, Sec. XIII.4].

### 2.2 Definition of the reduced-BDF energy

We recall that $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ or $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ depending on the chosen cut-off. We need to provide a correct setting for the rBDF energy. When $\mathfrak{H}=\mathfrak{H}_{\Lambda}$, this was done in [12]-[16]. When $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$, this is done similarly to the crystal case studied in [4]. We introduce the following Banach space:

$$
\begin{align*}
& \mathcal{Q}:=\left\{Q \in \mathfrak { S } _ { 2 } ( \mathfrak { H } ) \quad \left|\quad Q^{*}=Q,\left|D^{\zeta}\right|^{1 / 2} Q \in \mathfrak{S}_{2}(\mathfrak{H})\right.\right. \\
&\left.\left|D^{\zeta}\right|^{1 / 2} Q^{++}\left|D^{\zeta}\right|^{1 / 2} \in \mathfrak{S}_{1}(\mathfrak{H}),\left|D^{\zeta}\right|^{1 / 2} Q^{--}\left|D^{\zeta}\right|^{1 / 2} \in \mathfrak{S}_{1}(\mathfrak{H})\right\} \tag{19}
\end{align*}
$$

with associated norm

$$
\begin{align*}
&\|Q\|_{\mathcal{Q}}:=\left\|\left|D^{\zeta}\right|^{1 / 2} Q\right\|_{\mathfrak{S}_{2}(\mathfrak{H})}+\left\|\left|D^{\zeta}\right|^{1 / 2} Q^{++}\left|D^{\zeta}\right|^{1 / 2}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \\
&+\left\|\left|D^{\zeta}\right|^{1 / 2} Q^{--}\left|D^{\zeta}\right|^{1 / 2}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \tag{20}
\end{align*}
$$

We notice that when $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$, one has $\mathcal{Q}=\mathfrak{S}_{1}^{P_{-}^{0}}\left(\mathfrak{H}_{\Lambda}\right)$ as chosen in [12]-[15]. In the general case, we only have $\mathcal{Q} \subset \mathfrak{S}_{1}^{P_{-}^{0}}(\mathfrak{H})$. We recall that $\mathfrak{S}_{1}(\mathfrak{H})$ is the dual of the space of compact operators acting on $\mathfrak{H}$. Hence $\mathfrak{S}_{1}(\mathfrak{H})$ can be endowed with the associated weak-* topology where $A_{n} \rightharpoonup A$ in $\mathfrak{S}_{1}(\mathfrak{H})$ means that $\operatorname{tr}\left(A_{n} K\right) \rightarrow \operatorname{tr}(A K)$ for any compact operator $K$. Together with the fact that $\mathfrak{S}_{2}(\mathfrak{H})$ is a Hilbert space, this defines a weak topology on $\mathcal{Q}$.

We also introduce the following convex subset of $\mathcal{Q}$ :

$$
\begin{equation*}
\mathcal{K}:=\left\{Q \in \mathcal{Q} \mid-P_{-}^{0} \leq Q \leq P_{+}^{0}\right\} \tag{21}
\end{equation*}
$$

which is the closed convex hull of states of the form $Q=P-P_{-}^{0} \in \mathcal{Q}$ where $P$ is an orthogonal projector acting on $\mathfrak{H}$. It is clear that $\mathcal{K}$ is closed both for the strong and the weak-* topology of $\mathcal{Q}$. As we shall see, the reduced BDF energy will be coercive and weakly lower semi-continuous on $\mathcal{K}$.

Besides, the number $\operatorname{tr}_{P_{-}^{0}}(Q)$ can be interpreted as the charge of the system measured with respect to that of the unperturbed Dirac sea $P_{-}^{0}$, see [12]-[16]. Note that the constraint $-P_{-}^{0} \leq Q \leq P_{+}^{0}$ in (21) is indeed equivalent $[1,12]$ to the inequality

$$
\begin{equation*}
0 \leq Q^{2} \leq Q^{++}-Q^{--} \tag{22}
\end{equation*}
$$

and implies in particular that $Q^{++} \geq 0$ and $Q^{--} \leq 0$ for any $Q \in \mathcal{K}$.
We need to define the density $\rho_{Q}$ of any state $Q \in \mathcal{Q}$. When $\mathfrak{H}=\mathfrak{H}_{\Lambda}$, this is easy as any $Q \in \mathcal{Q}$ has a smooth kernel $Q(x, y)$ (this is because the Fourier transform $\left.\widehat{Q}(p, q) \in L^{2}\left(B(0, \Lambda)^{2}\right)\right)$. This property was used in [12]-[15] to properly define the density of charge. In the case where $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta \neq 0$, this is a bit more involved. The following is similar to [14, Lemma 1$]$ and [4, Prop. 1] (we recall that $\mathcal{C}$ was defined above in (15)):
Proposition 2 (Definition of the density $\rho_{Q}$ for $Q \in \mathcal{Q}$ ). We assume that $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$, or that $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta$ satisfies (12)-(14).

Let $Q \in \mathcal{Q}$. Then $Q V \in \mathfrak{S}_{1}^{P_{-}^{0}}(\mathfrak{H})$ for any $V \in \mathcal{C}^{\prime}$. Moreover there exists a constant $C$ (independent of $Q$ and $V$ ) such that

$$
\left|\operatorname{tr}_{P_{-}^{0}}(Q V)\right| \leq C\|Q\|_{\mathcal{Q}}\|V\|_{\mathcal{C}^{\prime}}
$$

Hence, there exists a continuous linear form $Q \in \mathcal{Q} \mapsto \rho_{Q} \in \mathcal{C}$ which satisfies

$$
\operatorname{tr}_{P_{-}^{0}}(Q V)=\mathcal{c}^{\prime}\left\langle V, \rho_{Q}\right\rangle_{\mathcal{C}}
$$

for any $V \in \mathcal{C}^{\prime}$ and any $Q \in \mathcal{Q}$. Eventually when $Q \in \mathcal{Q} \cap \mathfrak{S}_{1}(\mathfrak{H})$, then $\rho_{Q}(x)=\operatorname{tr}_{\mathbb{C}^{4}} Q(x, x)$ where $Q(x, y)$ is the integral kernel of $Q$.

The proof of Proposition 2 is given in Section 3.1 below.
Let us now define the reduced Bogoliubov-Dirac-Fock (rBDF) energy. In the whole paper, we use the notation, for any $Q \in \mathcal{Q}$,

$$
\begin{equation*}
\operatorname{tr}_{P_{-}^{0}}\left(D^{\zeta} Q\right):=\operatorname{tr}\left(\left|D^{\zeta}\right|^{1 / 2}\left(Q^{++}-Q^{--}\right)\left|D^{\zeta}\right|^{1 / 2}\right) \tag{23}
\end{equation*}
$$

When $D^{\zeta} Q \in \mathfrak{S}_{1}^{P_{-}^{0}}(\mathfrak{H})$, this coincides with the definition of the generalized trace introduced above. The rBDF energy reads:

$$
\begin{equation*}
\mathcal{E}_{\mathrm{r}}^{\nu}(Q)=\operatorname{tr}_{P_{-}^{0}}\left(D^{\zeta} Q\right)-\alpha D\left(\nu, \rho_{Q}\right)+\frac{\alpha}{2} D\left(\rho_{Q}, \rho_{Q}\right) \tag{24}
\end{equation*}
$$

where we recall that $D(\cdot, \cdot)$ was defined in (16). In (24), $\nu$ is an external density which will be assumed to belong to $L^{1}\left(\mathbb{R}^{3}\right) \cap \mathcal{C}$. We use the notation $\int_{\mathbb{R}^{3}} \nu=Z$. The energy $\mathcal{E}_{\mathrm{r}}^{\nu}$ is well-defined $[12,14]$ on the convex set $\mathcal{K}$. By (22), we have

$$
\begin{align*}
\operatorname{tr}_{P_{-}^{0}}\left(D^{\zeta} Q\right) & =\left\|\left|D^{\zeta}\right|^{1 / 2} Q^{++}\left|D^{\zeta}\right|^{1 / 2}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})}+\left\|\left|D^{\zeta}\right|^{1 / 2} Q^{--}\left|D^{\zeta}\right|^{1 / 2}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \\
& \geq\left\|\left|D^{\zeta}\right| Q\right\|_{\mathfrak{S}_{2}(\mathfrak{H})}^{2} \tag{25}
\end{align*}
$$

Together with

$$
-\alpha D\left(\nu, \rho_{Q}\right)+\frac{\alpha}{2} D\left(\rho_{Q}, \rho_{Q}\right) \geq-\frac{\alpha}{2} D(\nu, \nu)
$$

this proves both that $\mathcal{E}_{\mathrm{r}}^{\nu}$ is bounded from below on $\mathcal{K}$,

$$
\forall Q \in \mathcal{K}, \quad \mathcal{E}_{\mathrm{r}}^{\nu}(Q) \geq-\frac{\alpha}{2} D(\nu, \nu)
$$

and that it is coercive for the topology of $\mathcal{Q}$.
Since $\mathcal{E}_{\mathrm{r}}^{\nu}$ is convex on $\mathcal{K}$ and weakly lower semi-continuous, it has a global minimizer $\bar{Q}_{\mathrm{vac}}$, interpreted as the polarized vacuum in the presence of the external field created by the density $\nu$. This was remarked in [13, Theorem 3]. Assuming that $\operatorname{ker}\left(D_{\bar{Q}_{\mathrm{vac}}}\right)=\{0\}$ where

$$
D_{\bar{Q}_{\mathrm{vac}}}=D^{\zeta}+\alpha\left(\rho_{\bar{Q}_{\mathrm{vac}}}-\nu\right) *|\cdot|^{-1}
$$

is the mean field operator, then one can adapt the proof of [13, Theorem 3] to get that $\bar{Q}_{\text {vac }}$ is unique and is a solution of the nonlinear equation $\bar{Q}_{\text {vac }}=$ $\chi_{(-\infty, 0]}\left(D_{\bar{Q}_{\text {vac }}}\right)-P_{-}^{0}$. The charge of the polarized vacuum is $-e q_{0}$ where

$$
q_{0}=\operatorname{tr}_{P_{-}^{0}}\left(\bar{Q}_{\mathrm{vac}}\right) .
$$

When $\alpha D(\nu, \nu)^{1 / 2}$ is not too large [13, Eq. (15)], it was proved that $q_{0}=0$. However in general electron-positron pairs can appear, giving rise to a charged vacuum. When $\operatorname{ker}\left(D_{\bar{Q}_{\mathrm{vac}}}\right) \neq\{0\}$, then $\mathcal{E}_{\mathrm{r}}^{\nu}$ does not have a unique global minimizer on $\mathcal{K}$, but it will be proved that $q_{0}$ is anyway a uniquely defined quantity.

### 2.3 Existence of minimizers with a charge constraint

We are interested in the following minimization problem

$$
\begin{equation*}
E_{\mathrm{r}}^{\nu}(q)=\inf _{Q \in \mathcal{Q}(q)} \mathcal{E}_{\mathrm{r}}^{\nu}(Q) \tag{26}
\end{equation*}
$$

where the sector of charge $-e q$ is by definition

$$
\mathcal{Q}(q):=\left\{Q \in \mathcal{Q}, \operatorname{tr}_{P_{-}^{0}}(Q)=q\right\}
$$

and $q$ is any real number. Of course in Physics $q \in \mathbb{Z}$ but it is convenient to allow any real value. It will be proved below that $q \rightarrow E_{\mathrm{r}}^{\nu}(q)$ is a Lipschitz and convex function. Notice that if $\bar{Q}$ is a global minimizer of $\mathcal{E}_{\mathrm{r}}^{\nu}$ on $\mathcal{Q}$, then $q_{0}=\operatorname{tr}_{P_{-}^{0}}(\bar{Q})$ minimizes $q \rightarrow E_{\mathrm{r}}^{\nu}(q)$.

The existence of minimizers to (26) is not obvious: although $\mathcal{E}_{\mathrm{r}}^{\nu}$ is convex and weakly lower semi-continuous, and $\mathcal{Q}(q)$ is itself a convex set, the linear form $Q \mapsto \operatorname{tr}_{P^{0}}(Q)$ is not weakly continuous. Hence $\mathcal{Q}(q)$ is not closed for the weak topology. Our main result is the following theorem, whose proof is given in Section 3.2 below.

Theorem 1 (Existence of atoms and molecules in the reduced BDF model). We assume that $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$, or that $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta$ satisfies (12)-(14). Let be $\alpha \geq 0, \nu \in L^{1}\left(\mathbb{R}^{3}\right) \cap \mathcal{C}$ and denote $Z=\int_{\mathbb{R}^{3}} \nu \in \mathbb{R}$. Then there exists $q_{m} \in[-\infty, \infty)$ and $q_{M} \in\left[q_{m}, \infty\right]$ such that
(i) $\left[q_{m}, q_{M}\right]$ is the largest interval on which $q \rightarrow E_{\mathrm{r}}^{\nu}(q)$ is strictly convex. If $q_{M}<\infty$, then $E_{\mathrm{r}}^{\nu}(q)=E_{\mathrm{r}}^{\nu}\left(q_{M}\right)+q-q_{M}$ for any $q>q_{M}$. If $q_{M}>-\infty$, then $E_{\mathrm{r}}^{\nu}(q)=E_{\mathrm{r}}^{\nu}\left(q_{m}\right)+q_{m}-q$ for any $q<q_{m}$;
(ii) the interval $\left[q_{m}, q_{M}\right]$ contains both $Z$ and the unique minimizer $q_{0}$ of $q \rightarrow$ $E_{\mathrm{r}}^{\nu}(q)$;
(iii) if $q \notin\left[q_{m}, q_{M}\right]$, then $\mathcal{E}_{\mathrm{r}}^{\nu}$ has no minimizer in the charge sector $\mathcal{Q}(q)$;
(iv) if $q \in\left[q_{m}, q_{M}\right]$, then $\mathcal{E}_{\mathrm{r}}^{\nu}$ has a minimizer $Q$ in the charge sector $\mathcal{Q}(q)$. This minimizer is not a priori unique but its associated density $\rho_{Q}$ is uniquely determined. It is radially symmetric if $\nu$ is radially symmetric. The operator $Q$ satisfies the self-consistent equation

$$
\left\{\begin{array}{l}
Q+P_{-}^{0}=\chi_{(-\infty, \mu)}\left(D_{Q}\right)+\delta  \tag{27}\\
D_{Q}=D^{\zeta}+\alpha\left(\rho_{Q}-\nu\right) *|\cdot|^{-1}
\end{array}\right.
$$

where $\mu \in[-1,1]$ is a Lagrange multiplier associated with the charge constraint and interpreted as a chemical potential, and $\delta$ satisfies $0 \leq \delta \leq 1$ and $\operatorname{Ran}(\delta) \subseteq$ $\operatorname{ker}\left(D_{Q}-\mu\right)$. If $\mu \in(-1,1)$, then $\delta$ has a finite rank. If $\mu \in\{-1,1\}$, then $\delta$ is trace-class.

Moreover, $\rho_{Q}$ belongs to $L^{1}\left(\mathbb{R}^{3}\right)$ and satisfies

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \rho_{Q}-Z=\frac{q-Z}{1+\alpha B_{\Lambda}^{\zeta}(0)} \tag{28}
\end{equation*}
$$

where

$$
B_{\Lambda}^{\zeta}(0)=\frac{1}{\pi} \int_{0}^{1} \frac{z^{2}-z^{4} / 3}{\left(1-z^{2}\right)\left(1+\zeta\left(\frac{z^{2}}{\Lambda^{2}\left(1-z^{2}\right)}\right)\right)} d z=\frac{2}{3 \pi} \log \Lambda+O(1)
$$

if $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta \neq 0$, and

$$
B_{\Lambda}^{0}(0)=\frac{1}{\pi} \int_{0}^{\frac{\Lambda}{\sqrt{1+\Lambda^{2}}}} \frac{z^{2}-z^{4} / 3}{1-z^{2}} d z=\frac{2}{3 \pi} \log \Lambda-\frac{5}{9 \pi}+\frac{2 \log 2}{3 \pi}+O\left(1 / \Lambda^{2}\right)
$$

if $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$.
The constant $B_{\Lambda}^{\zeta}(0)$ is the value at zero of some real function $B_{\Lambda}^{\zeta}$ which will be defined later, see (48) and (49).

Equation (28) has an important physical interpretation. Consider for instance a nucleus of charge $e Z$ in the vacuum, and assume that $Z$ and its distribution of charge $\nu$ are chosen to ensure that there is no pair creation from the vacuum, $\operatorname{tr}_{P_{-}^{0}}(\bar{Q})=q_{0}=0$. A sufficient condition is for instance $\alpha \pi^{1 / 6} 2^{11 / 6} D(\nu, \nu)^{1 / 2}<1$, see [13] and Lemma 11. By (28), the electrostatic potential which will be observed very far away from the nucleus is $\alpha_{\text {phys }} Z /|x|$ where

$$
\begin{equation*}
\alpha_{\text {phys }}=\frac{\alpha}{1+\alpha B_{\Lambda}^{\zeta}(0)} . \tag{29}
\end{equation*}
$$

This leads to a new definition of the physical coupling constant called charge renormalization (recall that $\alpha=e^{2}$ ). The above value of the physical charge


Figure 1: Schematic representation of the result.
(29) is very well-known in QED, see e.g. [19, Eq. (8)] and [17, Eq. (7.18)]. This was already used and interpreted in [13], in particular in connection with the large cut-off limit $\Lambda \rightarrow \infty$, in the case $\mathfrak{H}=\mathfrak{H}_{\Lambda}$.

The renormalized charge is only observed far away from the nucleus. Close to it, one will observe a different behavior like the oscillations of the polarization of the vacuum $\rho_{\bar{Q}}$. See [16] for an interpretation in terms of the Uehling potential.

Equation (28) implies that a minimizer $Q$ in the charge sector $q \neq Z$ is never trace-class, as this would imply $\operatorname{tr}_{P_{-}^{0}} Q=\int_{\mathbb{R}^{3}} \rho_{Q}$ and contradict (28). This shows that the generalization of the reduced BDF energy $\mathcal{E}_{\mathrm{r}}^{\nu}$ to the Banach space $\mathcal{Q}$ is mandatory, as no minimizer exists in the trace class. The mathematical difficulty that a minimizer is not trace-class is well interpreted physically in terms of charge renormalization.

When $q=Z$, it is in principle possible that a minimizer $Q$ for $E^{\nu}(q)$ is trace-class. We shall not investigate this question in this article.

### 2.4 Ionization: an estimate on $q_{m}$ and $q_{M}$

In the previous section, we have proved the existence of an interval $\left[q_{m}, q_{M}\right]$ for $q$ in which minimizers always exist. We now want to provide an estimate on $q_{m}$ and $q_{M}$. We do that with a specific choice for the cut-off function $\zeta$, namely $\zeta(t)=t$, which obviously satisfies our assumptions (12)-(14). We give this result as an illustration: we believe that a same kind of estimate can be derived for other cut-offs. The advantage of this choice is that $D^{\zeta}=(-i \boldsymbol{\alpha} \cdot \nabla+\beta)\left(1-\frac{\Delta}{\Lambda^{2}}\right)$ is local. Notice in this particular case

$$
B_{\Lambda}^{\zeta}(0)=\frac{2}{3 \pi} \log \Lambda-\frac{5}{9 \pi}+\frac{2 \log 2}{3 \pi}+O\left(\frac{\log \Lambda}{\Lambda^{2}}\right)
$$

Theorem 2 (Estimates on $q_{m}$ and $q_{M}$ when $Z>0$ ). We assume that $\mathfrak{H}=$ $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta(t)=t$. There exists universal constants $0<\theta_{0}<1, \alpha_{0}>0$ and $C>0$ such that the following holds. For any $0 \leq \alpha \leq \alpha_{0}$, for any radial function $\nu \geq 0$ in $L^{1}\left(\mathbb{R}^{3}\right) \cap \mathcal{C}$ such that $Z=\int \nu>0$ and $\alpha \bar{D}(\nu, \nu) \leq \theta_{0}<1$ and
any cut-off $\Lambda \geq 4$ such that $\alpha \log \Lambda<1 / C$, the following estimate holds true:

$$
\begin{gather*}
-C \frac{Z \alpha \log \Lambda+1 / \Lambda+\alpha D(\nu, \nu)}{1-C \alpha \log \Lambda} \leq q_{m} \leq 0=q_{0}  \tag{30}\\
Z \leq q_{M} \leq \frac{2 Z+C(Z \alpha \log \Lambda+1 / \Lambda+\alpha D(\nu, \nu))}{1-C \alpha \log \Lambda} \tag{31}
\end{gather*}
$$

In a nonrelativistic limit in which one takes $\alpha \rightarrow 0, \Lambda \rightarrow \infty$ such that $\alpha \log \Lambda \rightarrow 0$ and $\nu$ fixed, one obtains the usual estimate of [20]

$$
0=q_{m}=q_{0}<Z \leq q_{M} \leq 2 Z
$$

The proof of Theorem 2 is given in Section 3.3. An estimate more precise than (30) and (31) is contained in our proof but we do not state it here.

## 3 Proofs

### 3.1 Proof of Proposition 2

When $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$, Proposition 2 is contained in [14, Lemma 1]. Hence we only treat the case $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$. Consider some $Q \in \mathcal{Q}$ and $V \in \mathcal{C}^{\prime} \cap L^{\infty}\left(\mathbb{R}^{3}\right)$. We have $(Q V)^{++}=Q^{++} V P_{+}^{0}+Q^{+-}\left[V, P_{+}^{0}\right] P_{+}^{0}$ and $(Q V)^{--}=Q^{--} V P_{-}^{0}+$ $Q^{-+}\left[V, P_{-}^{0}\right] P_{-}^{0}$. We first give an estimate on the commutator [ $V, P_{-}^{0}$ ].
Lemma 3. We assume that $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$ or $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta$ satisfies (12)-(14). We have for all $\tau \geq 1 / 2$ and all $p \geq 2$

$$
\forall V, \quad\left\|\left|D^{\zeta}\right|^{-\tau}\left[V, P_{-}^{0}\right]\right\|_{\mathfrak{S}_{p}(\mathfrak{H})} \leq C\|\nabla V\|_{L^{p}\left(\mathbb{R}^{3}\right)}
$$

where the constant $C$ is independent of $\zeta$ (hence of $\Lambda$ ) if $\tau>1 / 2$ or $p>2$.
Proof of Lemma 3. Using Cauchy's formula, we infer

$$
\begin{aligned}
{\left[V, P_{-}^{0}\right] } & =\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(\frac{1}{D^{0}+i \eta} V-V \frac{1}{D^{0}+i \eta}\right) d \eta \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{1}{D^{0}+i \eta}\left[V, D^{0}+i \eta\right] \frac{1}{D^{0}+i \eta} d \eta \\
& =-\frac{i}{2 \pi} \int_{-\infty}^{\infty} \frac{1}{D^{0}+i \eta} \boldsymbol{\alpha} \cdot(\nabla V) \frac{1}{D^{0}+i \eta} d \eta
\end{aligned}
$$

(recall $P_{-}^{0}$ does not depend on $\zeta$ ). Hence, by means of

$$
\left\|\frac{1}{D^{0}+i \eta}\right\| \leq \frac{1}{\sqrt{1+\eta^{2}}}
$$

we obtain

$$
\left\|\left|D^{\zeta}\right|^{-\tau}\left[V, P_{-}^{0}\right]\right\|_{\mathfrak{S}_{p}(\mathfrak{H})} \leq \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left\|\frac{1}{\left|D^{\zeta}\right|^{\tau}\left(D^{0}+i \eta\right)} \boldsymbol{\alpha} \cdot(\nabla V)\right\|_{\mathfrak{S}_{p}(\mathfrak{H})} \frac{d \eta}{\sqrt{1+\eta^{2}}}
$$

Next we use the Kato-Seiler-Simon inequality (17) and obtain by (13)

$$
\begin{align*}
& \left\|\left|D^{\zeta}\right|^{-\tau}\left[V, P_{-}^{0}\right]\right\|_{\mathfrak{S}_{p}(\mathfrak{H})} \leq C\|\nabla V\|_{L^{p}\left(\mathbb{R}^{3}\right)} \times \\
& \quad \times \int_{-\infty}^{\infty}\left\|\frac{1}{(1+|\cdot|)^{\tau}\left(1+\epsilon|\cdot|^{\epsilon} / \Lambda^{\epsilon}\right)^{\tau} \sqrt{1+|\cdot|^{2}+\eta^{2}}}\right\|_{L^{p}\left(\mathbb{R}^{3}\right)} \frac{d \eta}{\sqrt{1+\eta^{2}}} \tag{32}
\end{align*}
$$

which allows to conclude.
We consider first for $(Q V)^{++}$and use Lemma 3 with $p=2$ and $\tau=1 / 2$,

$$
\begin{aligned}
\left\|Q^{+-}\left[V, P_{+}^{0}\right] P_{+}^{0}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} & \leq C\left\|Q^{+-}\left|D^{\zeta}\right|^{1 / 2}\right\|_{\mathfrak{S}_{2}(\mathfrak{H})}\|\nabla V\|_{L^{2}\left(\mathbb{R}^{3}\right)} \\
& \leq C\left\|Q\left|D^{\zeta}\right|^{1 / 2}\right\|_{\mathfrak{S}_{2}(\mathfrak{H})}\|V\|_{\mathcal{C}^{\prime}}
\end{aligned}
$$

Similarly we have

$$
\left\|Q^{++} V P_{+}^{0}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \leq\left\|Q^{++}\left|D^{\zeta}\right|^{1 / 2}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})}\left\|\left|D^{\zeta}\right|^{-1 / 2} V\right\|_{\mathfrak{S}_{\infty}(\mathfrak{H})} .
$$

On the other hand, we have by the Kato-Seiler-Simon inequality (17)
$\left\|\left|D^{\zeta}\right|^{-1 / 2} V\right\|_{\mathfrak{S}_{\infty}(\mathfrak{H})} \leq\left\|\left|D^{\zeta}\right|^{-1 / 2} V\right\|_{\mathfrak{S}_{6}(\mathfrak{H})} \leq C\|V\|_{L^{6}}\left\|\left|D^{\zeta}(\cdot)\right|^{-1}\right\|_{L^{3}\left(\mathbb{R}^{3}\right)}^{2} \leq C\|V\|_{L^{6}}$.
where we have used Assumption (13) on $\zeta$ and $\left\|\left|D^{\zeta}(\cdot)\right|^{-1}\right\|_{L^{3}\left(\mathbb{R}^{3}\right)}<\infty$. Hence

$$
\left\|\left|D^{\zeta}\right|^{-1 / 2} V\right\|_{\mathfrak{S}_{\infty}(\mathfrak{H})} \leq C\|\nabla V\|_{\left.L^{2} \mathbb{R}^{3}\right)}=C\|V\|_{\mathcal{C}^{\prime}}
$$

by the critical Sobolev embedding $H^{1}\left(\mathbb{R}^{3}\right) \hookrightarrow L^{6}\left(\mathbb{R}^{3}\right)$. As a conclusion,

$$
\left|\operatorname{tr}(Q V)^{++}\right| \leq\left\|(Q V)^{++}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \leq C\|V\|_{\mathcal{C}^{\prime}}\|Q\|_{\mathcal{Q}} .
$$

The proof is the same for $(Q V)^{--}$.

### 3.2 Proof of Theorem 1

## Step 1: Existence of a minimizer if some HVZ conditions hold.

Let us start with the analogue of [14, Lemma 3].
Lemma 4. We assume that $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$, or that $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta$ satisfies (12)-(14). Let be $\alpha \geq 0, \Lambda>0$ and $\nu \in L^{1}\left(\mathbb{R}^{3}\right) \cap \mathcal{C}$. We have the following estimate

$$
\begin{equation*}
|q|-\frac{\alpha}{2} D(\nu, \nu) \leq E_{\mathrm{r}}^{\nu}(q) \leq|q| \tag{33}
\end{equation*}
$$

In particular we get for $\nu=0$ and for any $q \in \mathbb{R}$,

$$
E_{\mathrm{r}}^{0}(q)=|q| .
$$

Proof. It suffices to follow the proof of [14, Lemma 3].
Next we state a result analogous to [14, Theorem 3].

Theorem 3 (A dissociation criterion). We assume that $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$, or that $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta$ satisfies (12)-(14). Let be $\alpha \geq 0, \Lambda>0$ and $\nu \in L^{1}\left(\mathbb{R}^{3}\right) \cap \mathcal{C}$. The following two conditions are equivalent
$\left(\mathrm{H}_{1}\right) \quad E_{\mathrm{r}}^{\nu}(q)<E_{\mathrm{r}}^{\nu}\left(q^{\prime}\right)+\left|q-q^{\prime}\right|$ for any $q^{\prime} \neq q$;
$\left(\mathrm{H}_{2}\right)$ each minimizing sequence $\left(Q_{n}\right)_{n \geq 1}$ for $E_{\mathrm{r}}^{\nu}(q)$ is precompact in $\mathcal{Q}$ and converges, up to a subsequence, to a minimizer $Q$ of $E_{\mathrm{r}}^{\nu}(q)$.

When it exists, such a minimizer $Q$ satisfies the self-consistent equation

$$
\left\{\begin{array}{l}
Q+P_{-}^{0}=\chi_{(-\infty, \mu)}\left(D_{Q}\right)+\delta  \tag{34}\\
D_{Q}=D^{\zeta}+\alpha\left(\rho_{Q}-\nu\right) *|\cdot|^{-1}
\end{array}\right.
$$

where $\mu \in[-1,1]$ is a Lagrange multiplier associated with the charge constraint and interpreted as a chemical potential, and $\delta$ is a self-adjoint operator satisfying $0 \leq \delta \leq 1$ and $\operatorname{Ran}(\delta) \subseteq \operatorname{ker}\left(D_{Q}-\mu\right)$. The operator $\delta$ is finite rank if $\mu \in(-1,1)$ and trace-class if $\mu \in\{-1,1\}$.
Remark 1. Like in [14, Prop. 8], it can be proved that

$$
\begin{equation*}
\forall q, q^{\prime} \in \mathbb{R}, \quad E_{\mathrm{r}}^{\nu}(q) \leq E_{\mathrm{r}}^{\nu}\left(q^{\prime}\right)+\left|q-q^{\prime}\right| \tag{35}
\end{equation*}
$$

In particular this implies that $q \mapsto E_{\mathrm{r}}^{\nu}(q)$ is Lipschitz.
Proof. The proof of Theorem 3 is an adaptation of previous works and it will not be detailed here. In the case of the sharp cut-off $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$, this is contained in the proof of [14, Theorem 3]. In the smooth cut-off case $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ with $\zeta \neq 0$, it suffices to follow the proof given in the crystal case in [4]. Notice many commutator estimates proved in [4] (like [4, Lemma 11]) are derived using the regularity of $\zeta$ and the fact that its derivatives grow at most algebraically as expressed by our assumptions (12)-(14).

The proof that a minimizer $Q$ satisfies Equation (34) is the same as in [13, Theorem 3] and [14, Proposition 2]. Finally, $\delta$ is finite-rank if $\mu<1$ because the essential spectrum of $D_{Q}$ is the same as that of $D^{0}$ by Lemma 1 . If $\mu=1$, let us recall $[12,13]$ that $Q_{\mathrm{vac}}:=\chi_{(-\infty, 0)}\left(D_{Q}\right)-P_{-}^{0} \in \mathfrak{S}_{2}(\mathfrak{H})$ (see Lemma 6). By [12, Lemma 2], we have $Q_{\text {vac }} \in \mathfrak{S}_{1}^{P_{-}^{0}}(\mathfrak{H})$. Hence we deduce $Q-Q_{\text {vac }} \in \mathfrak{S}_{1}^{P_{-}^{0}}(\mathfrak{H})$ which tells us that $Q-Q_{\text {vac }}$ and $\delta$ are trace-class because they are nonnegative.

Proposition 5. Minimizers of $E_{\mathrm{r}}^{\nu}(q)$ are not necessarily unique, but the density $\rho_{Q}$ is itself uniquely defined. If $\nu$ is radially symmetric, then so does $\rho_{Q}$.
Proof. Note $Q \in \mathcal{Q} \rightarrow \mathcal{E}_{\mathrm{r}}^{\nu}(Q)$ is convex but not strictly convex. The term $f \rightarrow$ $D(f, f)$ is strictly convex but the map $Q \rightarrow \rho_{Q}$ is not one-to-one. This, however, implies that the density $\rho_{Q}$ of a minimizer is uniquely determined, meaning that if $Q_{1}$ and $Q_{2}$ are two minimizers of $E_{\mathrm{r}}^{\nu}(q)$, then necessarily $\rho_{Q_{1}}=\rho_{Q_{2}}$.

Next we recall that any unitary matrix $U \in S U_{2}$ can be written $U=e^{-i \theta n \cdot \sigma}$ where $\theta \in[0,2 \pi)$ and $n$ is a unit vector in $\mathbb{R}^{3}$. There is an onto morphism which to any such $U$ associates the rotation $R_{\theta, n}$ in $\mathbb{R}^{3}$ of angle $\theta$ around the axis $n$. The group $S U_{2}$ acts on 4 -spinors in $L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ as follows:

$$
(U \cdot \psi)(x):=\left(\begin{array}{cc}
U & 0 \\
0 & U
\end{array}\right) \psi\left(R_{\theta, n}^{-1} x\right)
$$

It is well-known [27] that the Dirac operator $D^{0}$ is invariant under this action. As $D^{\zeta}$ is equal to $D^{0}$ multiplied by a radial function in the Fourier domain, $D^{\zeta}$ is also invariant. When $\nu$ is a radial function, we hence have $\mathcal{E}_{\mathrm{r}}^{\nu}(Q)=\mathcal{E}_{\mathrm{r}}^{\nu}\left(U Q U^{-1}\right)$ and $\operatorname{tr}_{P_{-}^{0}}(Q)=\operatorname{tr}_{P_{-}^{0}}\left(U Q U^{-1}\right)$ for any $Q \in \mathcal{K}$ and any $U \in S U_{2}$. This means that if $Q$ is a minimizer for $E_{\mathrm{r}}^{\nu}(q)$, then $U Q U^{-1}$ is also a minimizer. As $\rho_{U Q U^{-1}}(x)=$ $\rho_{Q}\left(R_{\theta, n}^{-1} x\right)$, we deduce by uniqueness that $\rho_{Q}$ is a radial function.

## Step 2: The density of a solution is in $L^{1}$.

We prove the important
Theorem 4 (The density of a solution is in $L^{1}$ ). We assume that $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$, or that $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta$ satisfies (12)-(14). Let be $\alpha \geq 0$, $\Lambda>0, \nu \in L^{1}\left(\mathbb{R}^{3}\right) \cap \mathcal{C}$ and denote $Z=\int_{\mathbb{R}^{3}} \nu \in \mathbb{R}$. If $Q \in \mathcal{Q}(q)$ satisfies the self-consistent equation (27), then $\rho_{Q} \in L^{1}\left(\mathbb{R}^{3}\right)$ and

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \rho_{Q}-Z=\frac{q-Z}{1+\alpha B_{\Lambda}^{\zeta}(0)} \tag{36}
\end{equation*}
$$

Proof. We shall do more than proving that $\rho_{Q} \in L^{1}\left(\mathbb{R}^{3}\right)$. Namely, we shall provide a precise estimate on $\left\|\rho_{Q_{\mathrm{vac}}}\right\|_{L^{1}\left(\mathbb{R}^{3}\right)}$ needed for the proof of Theorem 2.

Let $Q \in \mathcal{Q}(q)$ satisfying the self-consistent equation $Q=\chi_{(-\infty, \mu)}\left(D_{Q}\right)-$ $P_{-}^{0}+\delta$ where $\delta$ is a trace-class self-adjoint operator with $\operatorname{Ran}(\delta) \subseteq \operatorname{ker}\left(D_{Q}-\mu\right)$, and $D_{Q}$ is the mean-field operator:

$$
D_{Q}=D^{\zeta}+\alpha\left(\rho_{Q}-\nu\right) *|\cdot|^{-1}
$$

Recall that by Lemma $1, \sigma_{\text {ess }}\left(D_{Q}\right)=\sigma_{\text {ess }}\left(D^{\zeta}\right)=(-\infty,-1] \cup[1, \infty)$, i.e. that $\sigma\left(D_{Q}\right) \cap(-1,1)$ contains eigenvalues of finite multiplicity, possibly accumulating at -1 or 1 . For the sake of simplicity, we shall assume that $0 \notin \sigma\left(D_{Q}\right)$. The following proof can be adapted if $0 \in \sigma\left(D_{Q}\right)$ by integrating on a line $\epsilon+i \eta$ instead of $i \eta$ in the integrals below. We introduce the notation

$$
Q_{\mathrm{vac}}:=\chi_{(-\infty, 0]}\left(D_{Q}\right)-P_{-}^{0}, \quad \gamma=Q-Q_{\mathrm{vac}}
$$

Notice $\gamma \in \mathfrak{S}_{1}(\mathfrak{H})$. We recall that $Q_{\mathrm{vac}}^{++}=P_{+}^{0} Q_{\mathrm{vac}} P_{+}^{0}, Q_{\mathrm{vac}}^{--}=P_{-}^{0} Q_{\mathrm{vac}} P_{-}^{0} \in$ $\mathfrak{S}_{1}\left(\mathfrak{H}_{\Lambda}\right)$. Hence we have to prove that $\rho_{Q_{\text {vac }}^{+-}+Q_{\text {vac }}^{-+}}$belongs to $L^{1}\left(\mathbb{R}^{3}\right)$, which we will do by a bootstrap argument on the self-consistent equation.

We can use Cauchy's formula as in [12]

$$
\begin{equation*}
Q_{\mathrm{vac}}=-\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(\frac{1}{D_{Q}+i \eta}-\frac{1}{D^{\zeta}+i \eta}\right) d \eta=\sum_{k=1}^{3} \alpha^{k} Q_{k}+\alpha^{4} Q_{4}^{\prime} \tag{37}
\end{equation*}
$$

with

$$
\begin{gather*}
Q_{k}=(-1)^{k+1} \frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{1}{D^{\zeta}+i \eta}\left(\varphi_{Q}^{\prime} \frac{1}{D^{\zeta}+i \eta}\right)^{k} d \eta  \tag{38}\\
Q_{4}^{\prime}=-\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(\frac{1}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime}\right)^{2} \frac{1}{D_{Q}+i \eta}\left(\varphi_{Q}^{\prime} \frac{1}{D^{\zeta}+i \eta}\right)^{2} d \eta
\end{gather*}
$$

and where we have used the notation $\varphi_{Q}^{\prime}=\left(\rho_{Q}-\nu\right) *|\cdot|^{-1}$. By Furry's Theorem, it is known that $\rho_{Q_{2}}=0$, see [12, page 547$]$.

Lemma 6. Let be $0 \leq \tau<1 / 2$. There exists a universal constant $C$ such that the following hold:

$$
\left\|\left|D^{\zeta}\right|^{\tau} Q_{1}\right\|_{\mathfrak{S}_{2}(\mathfrak{F s})} \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}},
$$

$$
\left\|\left|D^{\zeta}\right|^{1 / 2+\tau} Q_{2}\right\|_{\mathfrak{S}_{3 / 2}(\mathfrak{F})} \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{2}, \quad\left\|\left|D^{\zeta}\right| Q_{3}\right\|_{\mathfrak{S}_{6 / 5}(\mathfrak{F})} \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3}
$$

$$
\left\|\left|D^{\zeta}\right|^{\tau} Q_{4}^{\prime}\left|D^{\zeta}\right|^{\tau}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \leq C\left(\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{4}+\alpha\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{5}+\alpha^{2} \frac{\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{6}}{\operatorname{dist}\left(\sigma\left(D_{Q}\right), 0\right)}\right) .
$$

Proof. By the residuum formula, we have $Q_{1}^{++}=Q_{1}^{--}=0$. On the other hand, $Q_{1}^{+-}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{P_{+}^{0}}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime} \frac{P_{-}^{0}}{D^{\zeta}+i \eta} d \eta=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{P_{+}^{0}}{D^{\zeta}+i \eta}\left[\varphi_{Q}^{\prime}, P_{-}^{0}\right] \frac{P_{-}^{0}}{D^{\zeta}+i \eta} d \eta$.

Hence using

$$
\left\|\frac{1}{D^{\zeta}+i \eta}\right\| \leq \frac{1}{E(\eta)}, \quad\left\|\frac{\left|D^{\zeta}\right|^{1 / 2+\tau}}{D^{\zeta}+i \eta}\right\| \leq \frac{1}{E(\eta)^{1 / 2-\tau}}
$$

where $E(\eta):=\sqrt{1+\eta^{2}}$, and using also Lemma 3, we obtain

$$
\left\|\left|D^{\zeta}\right|^{\tau} Q^{+-}\right\|_{\mathfrak{S}_{2}(\mathfrak{H})} \leq C\left\|\nabla \varphi_{Q}^{\prime}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \int_{-\infty}^{\infty} \frac{d \eta}{E(\eta)^{3 / 2-\tau}}=C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}
$$

since $\left\|\nabla \varphi_{Q}^{\prime}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}=\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}$.
We then turn to $Q_{2}$, inserting $1=P_{-}^{0}+P_{+}^{0}$ in (38). We first notice that by the residuum formula,

$$
\int_{-\infty}^{\infty} \frac{P_{+}^{0}}{D^{\zeta}+i \eta}\left(\varphi_{Q}^{\prime} \frac{P_{+}^{0}}{D^{\zeta}+i \eta}\right)^{2} d \eta=\int_{-\infty}^{\infty} \frac{P_{-}^{0}}{D^{\zeta}+i \eta}\left(\varphi_{Q}^{\prime} \frac{P_{-}^{0}}{D^{\zeta}+i \eta}\right)^{2} d \eta=0
$$

For the other terms, we write for instance

$$
\begin{align*}
\int_{-\infty}^{\infty} \frac{P_{+}^{0}}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime} \frac{P_{-}^{0}}{D^{\zeta}+i \eta} & \varphi_{Q}^{\prime} \frac{P_{-}^{0}}{D^{\zeta}+i \eta} d \eta \\
& =\int_{-\infty}^{\infty} \frac{P_{+}^{0}}{D^{\zeta}+i \eta}\left[\varphi_{Q}^{\prime}, P_{-}^{0}\right] \frac{P_{-}^{0}}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime} \frac{P_{-}^{0}}{D^{\zeta}+i \eta} d \eta \tag{39}
\end{align*}
$$

as we did before. We recall that $\varphi_{Q}^{\prime} \in L^{6}\left(\mathbb{R}^{3}\right)$ by the Sobolev inequality. Hence, by (17)

$$
\begin{equation*}
\left\|\varphi_{Q}^{\prime} \frac{1}{D^{\zeta}+i \eta}\right\|_{\mathfrak{S}_{6}(\mathfrak{H})} \leq \frac{C}{E(\eta)^{1 / 2}}\left\|\nabla \varphi_{Q}^{\prime}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)} \tag{40}
\end{equation*}
$$

Using again Lemma 3, we obtain

$$
\begin{aligned}
& \|\left|D^{\zeta}\right|^{1 / 2+\tau} \\
& \quad \int_{-\infty}^{\infty} \frac{P_{+}^{0}}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime} \frac{P_{-}^{0}}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime} \frac{P_{-}^{0}}{D^{\zeta}+i \eta} d \eta \|_{\mathfrak{S}_{3 / 2}(\mathfrak{H})} \\
& \quad \leq\left\|\left[\varphi_{Q}^{\prime}, P_{-}^{0}\right]\left|D^{\zeta}\right|^{\tau / 2-3 / 4}\right\|_{\mathfrak{S}_{2}(\mathfrak{H})} \int_{-\infty}^{\infty}\left\|\varphi_{Q}^{\prime} \frac{1}{D^{\zeta}+i \eta}\right\|_{\mathfrak{S}_{6}(\mathfrak{H})} \frac{d \eta}{E(\eta)^{3 / 4-\tau / 2}} \\
& \quad \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{2} \int_{-\infty}^{\infty} \frac{d \eta}{E(\eta)^{5 / 4-\tau / 2}} .
\end{aligned}
$$

The proof is the same for all the other terms.
The same method can be applied to $Q_{3}$. Let us treat for instance

$$
\begin{align*}
& A:=\left|D^{\zeta}\right| \int_{-\infty}^{\infty} \frac{P_{+}^{0}}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime} \frac{P_{-}^{0}}{D^{\zeta}+i \eta}\left(\varphi_{Q}^{\prime} \frac{P_{-}^{0}}{D^{\zeta}+i \eta}\right)^{2} d \eta \\
&=\int_{-\infty}^{\infty} \frac{P_{+}^{0}\left|D^{\zeta}\right|}{D^{\zeta}+i \eta}\left[\varphi_{Q}^{\prime}, P_{-}^{0}\right] \frac{P_{-}^{0}}{D^{\zeta}+i \eta}\left(\varphi_{Q}^{\prime} \frac{P_{-}^{0}}{D^{\zeta}+i \eta}\right)^{2} d \eta \tag{41}
\end{align*}
$$

Applying the above method with

$$
\left\|\left[\varphi_{Q}^{\prime}, P_{-}^{0}\right]\left|D^{\zeta}\right|^{-3 / 4}\right\|_{\mathfrak{S}_{2}(\mathfrak{H})} \leq C\left\|\nabla \varphi_{Q}^{\prime}\right\|_{L^{2}\left(\mathbb{R}^{3}\right)}
$$

by Lemma 3, we obtain

$$
\begin{equation*}
\|A\|_{\mathfrak{S}_{6 / 5}(\mathfrak{H})} \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3} \int_{-\infty}^{\infty} \frac{d \eta}{\left(1+\eta^{2}\right)^{5 / 8}} \tag{42}
\end{equation*}
$$

The argument is of course the same for all the other terms.
Finally, we expand further $Q_{4}^{\prime}$ to the 6 th order: $Q_{4}^{\prime}=Q_{4}+Q_{5}+Q_{6}^{\prime}$ where $Q_{4}$ and $Q_{5}$ are given by (38) and

$$
Q_{6}^{\prime}=-\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(\frac{1}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime}\right)^{3} \frac{1}{D_{Q}+i \eta}\left(\varphi_{Q}^{\prime} \frac{1}{D^{\zeta}+i \eta}\right)^{3} d \eta
$$

On the one hand, we know that $\left.\left|D_{Q}+i \eta\right| \geq \operatorname{dist}\left(\sigma\left(D_{Q}\right), 0\right)\right)$, and therefore,

$$
\left\|\left(D_{Q}+i \eta\right)^{-1}\right\| \leq \operatorname{dist}\left(\sigma\left(D_{Q}\right), 0\right)^{-1}
$$

On the other hand, we can use (40) and

$$
\left\|\frac{\left|D^{\zeta}\right|^{\tau}}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime}\right\|_{\mathfrak{S}_{6}(\mathfrak{H})} \leq C\left\|\left|D^{0}(\cdot)\right|^{\tau-1}\right\|_{L^{6}\left(\mathbb{R}^{3}\right)}\left\|\varphi_{Q}^{\prime}\right\|_{L^{6}\left(\mathbb{R}^{3}\right)}
$$

to estimate $\left|D^{\zeta}\right|^{\tau} Q_{6}^{\prime}\left|D^{\zeta}\right|^{\tau}$. The terms $Q_{4}$ and $Q_{5}$ are treated like $Q_{2}$ and $Q_{3}$.
Lemma 7. Let be $0 \leq \tau<1 / 2$. There exists a universal constant $C$ such that

$$
\begin{align*}
& \left\|\left|D^{\zeta}\right|^{\tau} Q_{2}^{ \pm \pm}\left|D^{\zeta}\right|^{\tau}\right\|_{\mathfrak{S}_{1}(\mathfrak{F s )}} \leq C\left(\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{2}+\alpha^{2}\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{4}\right),  \tag{43}\\
& \left\|\left|D^{\zeta}\right|^{\tau} Q_{3}^{ \pm \pm}\left|D^{\zeta}\right|^{\tau}\right\|_{\mathfrak{1}_{1}(\mathfrak{s})} \leq C\left(\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3}+\alpha^{2}\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{5}\right) . \tag{44}
\end{align*}
$$

Proof. Consider the operator

$$
D(t):=D^{\zeta}+t \frac{\left(\rho_{Q}-\nu\right) *|\cdot|^{-1}}{\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}}
$$

Since $\rho_{Q}-\nu \in \mathcal{C}$, we can use (18) to deduce that there exists a universal constant $t_{0}>0$ such that $|D(t)| \geq 1 / 2$ for all $t \in\left[-t_{0}, t_{0}\right]$. Next we introduce

$$
Q(t):=\chi_{(-\infty ; 0]}(D(t))-P_{-}^{0}
$$

We can write as before

$$
Q(t)=\sum_{k=1}^{3} \frac{t^{k}}{\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{k}} Q_{k}+\frac{t^{4}}{\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{4}} Q_{4}^{\prime}(t)
$$

where $Q_{k}$ are defined as above and with this time

$$
Q_{4}^{\prime}(t)=-\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left(\frac{1}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime}\right)^{2} \frac{1}{D(t)+i \eta}\left(\varphi_{Q}^{\prime} \frac{1}{D^{\zeta}+i \eta}\right)^{2} d \eta
$$

Following the method of Lemma 6 and using $|D(t)| \geq 1 / 2$, we can prove that

$$
\begin{gathered}
\left\|\left|D^{\zeta}\right|^{\tau} Q_{4}^{\prime}(t)\left|D^{\zeta}\right|^{\tau}\right\|_{\mathfrak{S}_{2}(\mathfrak{H})} \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{4}, \\
\left\|\left|D^{\zeta}\right|^{\tau} Q_{4}^{\prime}(t)\left|D^{\zeta}\right|^{\tau}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \leq C\left(\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{4}+\alpha^{2}\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{6}\right) .
\end{gathered}
$$

Next, the estimates of Lemma 6 imply that

$$
\left\|\left|D^{\zeta}\right|^{\tau} Q(t)\right\|_{\mathfrak{S}_{2}(\mathfrak{H})} \leq C
$$

for all $t \in\left[-t_{0}, t_{0}\right]$. But as $Q(t)$ is a difference of two projectors, we have $Q(t)^{2}=Q(t)^{++}-Q(t)^{--} \in \mathfrak{S}_{1}(\mathfrak{H})$. Thus

$$
\left\|\left|D^{\zeta}\right|^{\tau} Q(t)^{++}\left|D^{\zeta}\right|^{\tau}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})}+\left\|\left|D^{\zeta}\right|^{\tau} Q(t)^{--}\left|D^{\zeta}\right|^{\tau}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \leq C .
$$

Finally

$$
\frac{t^{2}}{\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{2}} Q_{2}^{++}+\frac{t^{3}}{\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3}} Q_{3}^{++}=Q(t)^{++}-\frac{t^{4}}{\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{4}} Q_{4}^{\prime}(t)^{++}
$$

which gives the result when applied to $t=t_{0}$ and $-t_{0}$.
Lemma 8. Let be $2 \leq p \leq 6$. There exists a universal constant $C$ such that

$$
\left\|\rho_{\left(Q_{3}\right)^{+-}} *|\cdot|^{-1}\right\|_{L^{p}\left(\mathbb{R}^{3}\right)}+\left\|\rho_{\left(Q_{3}\right)^{-+}} *|\cdot|^{-1}\right\|_{L^{p}\left(\mathbb{R}^{3}\right)} \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3} .
$$

Proof. By Lemma 6, $Q_{3}\left|D^{\zeta}\right| \in \mathfrak{S}_{6 / 5}(\mathfrak{H})$, hence $Q_{3}\left|D^{\zeta}\right| \in \mathfrak{S}_{q}(\mathfrak{H})$ for all $q \geq 6 / 5$ and

$$
\begin{equation*}
\left\|Q_{3}^{+-}\left|D^{\zeta}\right|\right\|_{\mathfrak{S}_{q}(\mathfrak{H})} \leq\left\|Q_{3}\left|D^{\zeta}\right|\right\|_{\mathfrak{S}_{q}(\mathfrak{H})} \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3} . \tag{45}
\end{equation*}
$$

Let us choose a test function $V$ in the Schwartz class. We have

$$
\begin{align*}
&\left|\operatorname{tr}\left(\left(Q_{3}\right)^{+-} V\right)\right|=\left|\operatorname{tr}\left(\left(Q_{3}\right)^{+-} P_{-}^{0} V P_{+}^{0}\right)\right|=\left|\operatorname{tr}\left(\left(Q_{3}\right)^{+-}\left|D^{\zeta}\right|\left|D^{\zeta}\right|^{-1}\left[P_{-}^{0}, V\right]\right)\right| \\
& \leq\left\|\left(Q_{3}\right)^{+-}\left|D^{\zeta}\right|\right\|_{\mathfrak{S}_{q}(\mathfrak{H})}\left\|\left|D^{\zeta}\right|^{-1}\left[P_{-}^{0}, V\right]\right\|_{\mathfrak{S}_{q^{\prime}}(\mathfrak{H})} \tag{46}
\end{align*}
$$

for all $q \geq 6 / 5$ and $q^{\prime}=q /(q-1)$. Then we use Lemma 3 which tells us that

$$
\left\|\left|D^{\zeta}\right|^{-1}\left[P_{-}^{0}, V\right]\right\|_{\mathfrak{S}_{q^{\prime}}(\mathfrak{H})} \leq C\|\nabla V\|_{L^{q^{\prime}}\left(\mathbb{R}^{3}\right)}
$$

provided $q^{\prime} \geq 2$. Finally by the Sobolev inequality and Riesz operator theory

$$
\|\nabla V\|_{L^{q^{\prime}}\left(\mathbb{R}^{3}\right)} \leq C\left\|D^{2} V\right\|_{L^{p^{*}}\left(\mathbb{R}^{3}\right)} \leq C^{\prime}\|\Delta V\|_{L^{p^{*}}\left(\mathbb{R}^{3}\right)}
$$

for $p^{*}=3 q^{\prime} /\left(3+q^{\prime}\right), 2 \leq q^{\prime} \leq 6$. Summarizing, by (45) and (46),

$$
\left|\operatorname{tr}\left(\left(Q_{3}\right)^{+-} V\right)\right| \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3}\|\Delta V\|_{L^{p^{*}}\left(\mathbb{R}^{3}\right)}
$$

for any $6 / 5 \leq p^{*} \leq 2$. By duality, this proves that for any $2 \leq p \leq 6$

$$
\left\|\rho_{\left(Q_{3}\right)^{+-}} *|\cdot|^{-1}\right\|_{L^{p}\left(\mathbb{R}^{3}\right)} \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3} .
$$

Lemma 9. Let be $3<p<\infty$. There exists a universal constant $C$ such that

$$
\begin{gathered}
\left\|\rho_{\left(Q_{3}\right)^{ \pm \pm} *}|\cdot|^{-1}\right\|_{L^{p}\left(\mathbb{R}^{3}\right)} \leq C\left(\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3}+\alpha^{2}\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{5}\right) \\
\left\|\rho_{Q_{4}^{\prime}} *|\cdot|^{-1}\right\|_{L^{p}\left(\mathbb{R}^{3}\right)} \leq C\left(\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{4}+\alpha\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{5}+\alpha^{2} \frac{\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{6}}{\operatorname{dist}\left(\sigma\left(D_{Q}\right), 0\right)}\right)
\end{gathered}
$$

Proof. We argue as above, taking some $V$ in the Schwartz class. We have

$$
\left|\operatorname{tr}\left(Q_{3}^{++} V\right)\right| \leq\left\|\left|D^{\zeta}\right|^{\tau} Q_{3}^{++}\left|D^{\zeta}\right|^{\tau}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})}\left\|\left|D^{\zeta}\right|^{-\tau} V\left|D^{\zeta}\right|^{-\tau}\right\|_{\mathfrak{S}_{q}(\mathfrak{H})}
$$

for any $q \geq 1$ and $\tau<1 / 2$. Then by the Kato-Seiler-Simon inequality (17)

$$
\left\|\left|D^{\zeta}\right|^{-\tau} V\left|D^{\zeta}\right|^{-\tau}\right\|_{\mathfrak{S}_{q}(\mathfrak{H})} \leq C\left\|E(\cdot)^{-2 \tau}\right\|_{L^{q}\left(\mathbb{R}^{3}\right)}\|V\|_{L^{q}\left(\mathbb{R}^{3}\right)}
$$

which makes sense as soon as $q>3$ and $1 / 2-\tau$ is small enough. The rest follows from the Sobolev embedding like in the proof of Lemma 8.

We now estimate $\rho_{Q_{\mathrm{vac}}}$ using the self-consistent equation. First we recall that $\rho_{Q_{2}}=0$ and that $Q_{1}=\left(Q_{1}\right)^{+-}+\left(Q_{1}\right)^{-+}$can be explicitly computed [12] yielding

$$
\begin{align*}
& \left.\widehat{\rho_{Q_{\mathrm{vac}}}}(k)=-\alpha B_{\Lambda}^{\zeta}(k) \widehat{\widehat{\rho_{Q_{\mathrm{vac}}}}}(k)+\widehat{\rho_{\gamma}}(k)-\widehat{\nu}(k)\right) \\
& \quad+\alpha^{4} \widehat{\rho_{Q_{4}^{\prime}}}(k)+\alpha^{3} \widehat{\rho_{Q_{3}^{++}}}(k)+\alpha^{3} \widehat{\rho_{Q_{3}^{--}}}(k)+\alpha^{3} \widehat{\rho_{Q_{3}^{+-}}}(k)+\alpha^{3} \widehat{\rho_{Q_{3}^{-+}}}(k) \tag{47}
\end{align*}
$$

with

$$
\begin{align*}
& B_{\Lambda}^{\zeta}(k)=-\frac{1}{\pi^{2}|k|^{2}} \int_{\mathbb{R}^{3}} \frac{(\ell+k / 2) \cdot(\ell-k / 2)+1-E(\ell+k / 2) E(\ell-k / 2)}{E(\ell+k / 2) E(\ell-k / 2)} \times \\
& \quad \times \frac{1}{E(\ell+k / 2)\left(1+\zeta\left(\frac{|\ell+k / 2|^{2}}{\Lambda^{2}}\right)\right)+E(\ell-k / 2)\left(1+\zeta\left(\frac{|\ell-k / 2|^{2}}{\Lambda^{2}}\right)\right)} d \ell \tag{48}
\end{align*}
$$

when $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta$ satisfies (12)-(14), and
$B_{\Lambda}^{0}(k)=-\frac{1}{\pi^{2}|k|^{2}} \int_{\substack{|\ell+k / 2| \leq \Lambda \\|\ell-k / 2| \leq \Lambda}} \frac{(\ell+k / 2) \cdot(\ell-k / 2)+1-E(\ell+k / 2) E(\ell-k / 2)}{E(\ell+k / 2) E(\ell-k / 2)(E(\ell+k / 2)+E(\ell-k / 2))} d \ell$.
when $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$. Notice that in both cases $B_{\Lambda}^{\zeta}$ is a radial function. Also $B_{\Lambda}^{0}$ has its support in $B(0,2 \Lambda)$.

Remark 2. There is a small mistake in the domain of integration of the definition of $B_{\Lambda}^{0}$ in [12, Eq. (40)]. This does not change the analysis of [12] but is important for the present study.

Many properties of $B_{\Lambda}^{\zeta}$ and $B_{\Lambda}^{0}$ are given in Appendix. Let us define $b_{\Lambda}^{\zeta}$ by

$$
\begin{equation*}
\widehat{b_{\Lambda}^{\zeta}}(k)=(2 \pi)^{3 / 2} \frac{\alpha B_{\Lambda}^{\zeta}(k)}{1+\alpha B_{\Lambda}^{\zeta}(k)} \tag{50}
\end{equation*}
$$

In both cases $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ with $\zeta=0$, and $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ with $\zeta$ satisfying (12)(14), we prove in Appendix that $b_{\Lambda}^{\zeta}$ is a smooth function belonging to $L^{1}\left(\mathbb{R}^{3}\right)$, see Propositions 17 and 18. In the rest of the proof, we use the notation

$$
\begin{equation*}
I_{\Lambda}:=\int_{\mathbb{R}^{3}}\left|b_{\Lambda}^{\zeta}(x)\right| d x<\infty \tag{51}
\end{equation*}
$$

Equation (47) can be rewritten as

$$
\begin{gather*}
\rho_{Q_{\mathrm{vac}}}=b_{\Lambda}^{\zeta} *\left(\nu-\rho_{\gamma}-\rho_{1}\right)+\rho_{1}+\rho_{2}-b_{\Lambda}^{\zeta} * \rho_{2},  \tag{52}\\
\rho_{1}=\alpha^{4} \rho_{Q_{4}^{\prime}}+\alpha^{3} \rho_{Q_{3}^{++}}+\alpha^{3} \rho_{Q_{3}^{--}} \in L^{1}\left(\mathbb{R}^{3}\right), \quad \rho_{2}=\alpha^{3} \rho_{Q_{3}^{+-}}+\alpha^{3} \rho_{Q_{3}^{-+}} .
\end{gather*}
$$

By Lemma 8, Lemma 9 and (51)

$$
\begin{aligned}
& \left\|\left(\rho_{2}-b_{\Lambda}^{\zeta} * \rho_{2}\right) *|\cdot|^{-1}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)} \leq C\left(1+I_{\Lambda}\right) \alpha^{3}\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3} \\
& \left\|\left(\rho_{1}-b_{\Lambda}^{\zeta} * \rho_{1}\right) *|\cdot|^{-1}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)} \\
& \leq C\left(1+I_{\Lambda}\right)\left(\alpha^{3}\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3}+\alpha^{5}\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{5}+\alpha^{6} \frac{\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{6}}{\operatorname{dist}\left(\sigma\left(D_{Q}\right), 0\right)}\right)
\end{aligned}
$$

so that

$$
\begin{align*}
\left\|\varphi_{Q}^{\prime}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)} \leq C\left(1+I_{\Lambda}\right) & \left(\left\|\left(\nu-\rho_{\gamma}\right) *|\cdot|^{-1}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)}+\right. \\
& \left.+\alpha^{3}\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{3}+\alpha^{5}\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{5}+\alpha^{6} \frac{\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}^{6}}{\operatorname{dist}\left(\sigma\left(D_{Q}\right), 0\right)}\right) \tag{53}
\end{align*}
$$

As $\rho_{\gamma}, \nu \in \mathcal{C} \cap L^{1}\left(\mathbb{R}^{3}\right)$, we have

$$
\left\|\left(\nu-\rho_{\gamma}\right) *|\cdot|^{-1}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)}<\infty
$$

but we do not provide a precise estimate at this point. Now we can use the information that $\varphi_{Q}^{\prime} \in L^{4}\left(\mathbb{R}^{3}\right)$ to estimate $\left(Q_{3}\right)^{+-}$and $\left(Q_{3}\right)^{-+}$, using

$$
\left\|\frac{1}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime}\right\|_{\mathfrak{S}_{4}\left(\mathfrak{H}_{\Lambda}\right)} \leq \frac{C}{E(\eta)^{1 / 4}}\left\|\varphi_{Q}^{\prime}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)}
$$

For any fixed $0 \leq \tau<1 / 2$, this gives an estimate of the form

$$
\begin{equation*}
\left\|\left|D^{\zeta}\right|^{\tau} Q_{3}^{+-}\left|D^{\zeta}\right|^{\tau}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \leq C\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}\left\|\varphi_{Q}^{\prime}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)}^{2} . \tag{54}
\end{equation*}
$$

Inserting in (52), we are led to

$$
\begin{align*}
\left\|\rho_{Q_{\mathrm{vac}}}\right\|_{L^{1}\left(\mathbb{R}^{3}\right)} \leq I_{\Lambda}\left\|\nu-\rho_{\gamma}\right\|_{L^{1}\left(\mathbb{R}^{3}\right)} & +C\left(1+I_{\Lambda}\right)\left\|\rho_{1}\right\|_{L^{1}\left(\mathbb{R}^{3}\right)} \\
& +\alpha^{3} C\left(1+I_{\Lambda}\right)\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}}\left\|\varphi_{Q}^{\prime}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)}^{2} \tag{55}
\end{align*}
$$

where $C$ is independent of $\Lambda$. As a conclusion, $\rho_{Q_{\text {vac }}}$ hence $\rho_{Q}$ belong to $L^{1}\left(\mathbb{R}^{3}\right)$.
Let us turn to the proof of (36). We deduce from the previous analysis that $\rho_{Q_{1}} \in L^{1}\left(\mathbb{R}^{3}\right)$ (whereas in general $Q_{1} \notin \mathfrak{S}_{1}\left(\mathfrak{H}_{\Lambda}\right)$ ) and that

$$
\int \rho_{Q}=\int \rho_{Q^{++}+Q^{--}}+\alpha \int \rho_{Q_{1}^{+-}+Q_{1}^{-+}}=q+\alpha \int \rho_{Q_{1}^{+-}+Q_{1}^{-+}}
$$

since we know that $\gamma, Q_{3}, Q_{5}$ and $Q_{6}$ are all trace-class and that $\int \rho_{(K)^{+-}}=$ $\operatorname{tr}\left(P_{+}^{0} K P_{-}^{0}\right)=0$ for any trace-class operator $K$. Now

$$
\widehat{\rho_{Q_{1}}}(0)=-B_{\Lambda}^{\zeta}(0)\left(\widehat{\rho_{Q}}(0)-\widehat{\nu}(0)\right)=-B_{\Lambda}^{\zeta}(0)\left(\widehat{\rho_{Q}}(0)-\widehat{\nu}(0)\right)
$$

which leads to

$$
\int \rho_{Q_{1}}=-\frac{B_{\Lambda}^{\zeta}(0)}{1+\alpha B_{\Lambda}^{\zeta}(0)}(q-Z) \quad \text { and } \quad \int\left(\rho_{Q}-\nu\right)=\frac{q-Z}{1+\alpha B_{\Lambda}^{\zeta}(0)}
$$

This ends the proof of Theorem 4.
Corollary 1. Let $Q$ be a minimizer for $E_{\mathrm{r}}^{\nu}(q)$ as in Theorem 4. If $q<Z$ (resp. $q>Z)$ then $\sigma\left(D_{Q}\right)$ contains an infinite sequence of eigenvalues converging to 1 (resp. to -1 ).
Proof. This is a simple adaptation of the proof of [2, Thm A.12].
Step 3: Properties of $q \rightarrow E_{\mathrm{r}}^{\nu}(q)$ and definition of $q_{m}$ and $q_{M}$.
As $Q \in \mathcal{Q} \rightarrow \mathcal{E}_{\mathrm{r}}^{\nu}(Q)$ is convex, the map $q \rightarrow E_{\mathrm{r}}^{\nu}(q)$ is also convex. We then define $I=\{q \in \mathbb{R} \mid$ (H1) holds $\}$, where (H1) is defined in Theorem 3. Thus, for any $q \in I$, there exists a $Q \in \mathcal{Q}(q)$ such that $\mathcal{E}_{\mathrm{r}}^{\nu}(Q)=E_{\mathrm{r}}^{\nu}(q)$, by Theorem 3 . We introduce the following convex real functions $f^{-}(q):=E_{\mathrm{r}}^{\nu}(q)-q$ and $f^{+}(q):=$ $E_{\mathrm{r}}^{\nu}(q)+q$. By (35) and (33), $f^{-}$is nonincreasing and bounded from below, $f^{+}$is nondecreasing and bounded from below. Notice $\lim _{q \rightarrow \infty} f^{+}(q)=\infty$ and $\lim _{q \rightarrow-\infty} f^{-}(q)=\infty$. Define now $q_{M}$ such that $f^{-}$is decreasing on $\left(-\infty, q_{M}\right)$ and constant on $\left[q_{M}, \infty\right)$ (let $q_{M}=\infty$ if $f^{-}$is decreasing), and $q_{m}$ such that $f^{+}$is increasing on $\left(q_{m}, \infty\right)$ and constant on $\left[-\infty, q_{m}\right)$ (let $q_{m}=-\infty$ if $f^{+}$is increasing). Remark $q_{m} \leq q_{M}$. Next we have

$$
\begin{aligned}
q \in I & \Longleftrightarrow \begin{cases}\forall q^{\prime}>q, & E_{\mathrm{r}}^{\nu}(q)<E_{\mathrm{r}}^{\nu}\left(q^{\prime}\right)+q^{\prime}-q \\
\forall q^{\prime}<q, & E_{\mathrm{r}}^{\nu}(q)<E_{\mathrm{r}}^{\nu}\left(q^{\prime}\right)+q-q^{\prime}\end{cases} \\
& \Longleftrightarrow \begin{cases}\forall q^{\prime}>q, & f^{+}(q)<f^{+}\left(q^{\prime}\right) \\
\forall q^{\prime}<q, & f^{-}(q)<f^{-}\left(q^{\prime}\right)\end{cases} \\
& \Longleftrightarrow\left\{\begin{array}{l}
q \in\left[q_{m}, \infty\right) \\
q \in\left(-\infty, q_{M}\right]
\end{array}\right.
\end{aligned}
$$

and therefore $I=\left[q_{m}, q_{M}\right]$.

Step 4: The interval $\left[q_{m}, q_{M}\right]$ contains both $q_{0}$ and $Z$.
Assume now that $q_{0}$ satisfies $E_{\mathrm{r}}^{\nu}\left(q_{0}\right)=\min _{q \in \mathbb{R}} E_{\mathrm{r}}^{\nu}(q)$. Then

$$
E_{\mathrm{r}}^{\nu}\left(q_{0}\right) \leq E_{\mathrm{r}}^{\nu}\left(q^{\prime}\right)<E_{\mathrm{r}}^{\nu}\left(q^{\prime}\right)+\left|q_{0}-q^{\prime}\right|
$$

for any $q^{\prime} \neq q_{0}$, ie. $q_{0}$ satisfies (H1). Hence $q_{0} \in I=\left[q_{m}, q_{M}\right]$.
Let us now prove that $Z=\int \nu$ also belongs to $I=\left[q_{m}, q_{M}\right]$. We use classical ideas already used for the reduced Hartree-Fock theory [26]. Assume first $Z>q_{M}$. Since $q_{M} \in I$, there exists a minimizer $Q_{M}$ in the charge sector $\mathcal{Q}\left(q_{M}\right)$. By Theorem 3, $Q_{M}$ satisfies the self-consistent equation

$$
Q_{M}+P_{-}^{0}=\chi_{(-\infty, \mu)}\left(D_{Q_{M}}\right)+\delta
$$

for some $\mu \in[-1,1]$. By Corollary $1, \sigma\left(D_{Q_{M}}\right)$ contains an infinite sequence of eigenvalues converging to 1 . Since $\operatorname{tr}_{P_{-}^{0}}\left[\chi_{(-\infty, 0)}\left(D_{Q_{M}}\right)-P_{-}^{0}\right]$ is known to be finite and $\delta$ is finite rank, we deduce that $\mu<1$. Hence there exists an eigenvalue $\lambda \in(\mu, 1)$ of $D_{Q_{M}}$ with eigenfunction $\chi \in \mathfrak{H}_{\Lambda}$ which is not filled. Notice $Q_{M}+t|\chi\rangle\langle\chi| \in \mathcal{Q}\left(q_{M}+t\right)$ for $t \in[0,1]$. Let us then compute,

$$
E_{\mathrm{r}}^{\nu}\left(q_{M}+t\right) \leq \mathcal{E}_{\mathrm{r}}^{\nu}\left(Q_{M}+t|\chi\rangle\langle\chi|\right)=E_{\mathrm{r}}^{\nu}\left(q_{M}\right)+t\left\langle D_{Q_{M}} \chi, \chi\right\rangle+\frac{\alpha t^{2}}{2} D\left(|\chi|^{2},|\chi|^{2}\right)
$$

or equivalently

$$
f^{-}\left(q_{M}+t\right) \leq f^{-}\left(q_{M}\right)+t(\lambda-1)+O\left(t^{2}\right)
$$

which contradicts the definition of $q_{M}$.
Assume now $Z<q_{m}$ and consider a minimizer $Q_{m}$ for $E_{\mathrm{r}}^{\nu}\left(q_{m}\right)$. By the same arguments, it satisfies the self-consistent equation

$$
Q_{m}+P_{-}^{0}=\chi_{\left(-\infty, \mu^{\prime}\right)}\left(D_{Q_{m}}\right)+\delta
$$

for some $\mu^{\prime}>-1$ and the spectrum $\sigma\left(D_{Q_{m}}\right)$ contains an infinite sequence of eigenvalues converging to -1 . Thus there is an eigenvalue $\lambda^{\prime} \in(-1, \mu)$ which is completely filled, with eigenfunction $\chi^{\prime} \in \mathfrak{H}_{\Lambda}$. Computing $\mathcal{E}_{\mathrm{r}}^{\nu}\left(Q_{m}-t\left|\chi^{\prime}\right\rangle\left\langle\chi^{\prime}\right|\right)$ and noticing $Q_{m}-t\left|\chi^{\prime}\right\rangle\left\langle\chi^{\prime}\right| \in \mathcal{Q}\left(q_{m}-t\right)$ for any $t \in[0,1]$, we obtain

$$
f^{+}\left(q_{m}-t\right) \leq f^{+}\left(q_{m}\right)-t\left(\lambda^{\prime}+1\right)+O\left(t^{2}\right)
$$

which contradicts the definition of $q_{m}$.
Step 5: Characterization of $\left[q_{m}, q_{M}\right]$.
Lemma 10. Assume that $q_{1} \neq q_{2}$ are such that both $E_{\mathrm{r}}^{\nu}\left(q_{1}\right)$ and $E_{\mathrm{r}}^{\nu}\left(q_{2}\right)$ admit a minimizer. Then

$$
\begin{equation*}
\forall t \in(0,1), \quad E_{\mathrm{r}}^{\nu}\left(t q_{1}+(1-t) q_{2}\right)<t E_{\mathrm{r}}^{\nu}\left(q_{1}\right)+(1-t) E_{\mathrm{r}}^{\nu}\left(q_{2}\right) \tag{56}
\end{equation*}
$$

As a consequence,

1. $\left[q_{m}, q_{M}\right]$ is the largest interval on which $q \rightarrow E_{\mathrm{r}}^{\nu}(q)$ is strictly convex;
2. $q_{0}=\operatorname{argmin}_{I} E_{\mathrm{r}}^{\nu}$ is uniquely defined;
3. no minimizer exists for $E_{\mathrm{r}}^{\nu}(q)$ when $q$ is outside $\left[q_{m}, q_{M}\right]$;

Proof. Assume that $Q_{1}$ and $Q_{2}$ are two minimizers of respectively $E_{\mathrm{r}}^{\nu}\left(q_{1}\right)$ and $E_{\mathrm{r}}^{\nu}\left(q_{2}\right)$, with $q_{1} \neq q_{2}$. Then by (28), $\int \rho_{Q_{1}} \neq \int \rho_{Q_{2}}$, hence $\rho_{Q_{1}} \neq \rho_{Q_{2}}$. Hence, for any $t \in(0,1)$,

$$
\begin{aligned}
E_{\mathrm{r}}^{\nu}\left(t q_{1}+(1-t) q_{2}\right) \leq \mathcal{E}_{\mathrm{r}}^{\nu}\left(t Q_{1}+(1-t) Q_{2}\right)<t & \mathcal{E}_{\mathrm{r}}^{\nu}\left(Q_{1}\right)+(1-t) \mathcal{E}_{\mathrm{r}}^{\nu}\left(Q_{2}\right) \\
& =t E_{\mathrm{r}}^{\nu}\left(q_{1}\right)+(1-t) E_{\mathrm{r}}^{\nu}\left(q_{2}\right)
\end{aligned}
$$

where we have used the strict convexity of $f \mapsto D(f, f)$.
Inequality (56) shows that $q \rightarrow E_{\mathrm{r}}^{\nu}(q)$ is strictly convex on $I=\left[q_{m}, q_{M}\right]$, since minimizers are known to exist for any $q \in I$. But $q \rightarrow E_{\mathrm{r}}^{\nu}(q)$ is linear outside $I$ and therefore $I$ is the largest interval on which $q \rightarrow E_{\mathrm{r}}^{\nu}(q)$ is strictly convex. The global minimizer $q_{0}$ of $E_{\mathrm{r}}^{\nu}$ on $\mathbb{R}$ thus on $I$ is unique.

Eventually, we prove that no minimizer exist for $E_{\mathrm{r}}^{\nu}(q)$ when $q \notin\left[q_{m}, q_{M}\right]$. If $q>q_{M}$ provides a minimizer, then since a minimizer exists for $E_{\mathrm{r}}^{\nu}\left(q_{M}\right),(56)$ applied for $q_{M}$ and $q$ contradicts the fact that $E_{\mathrm{r}}^{\nu}(\cdot)$ is linear on $\left[q_{M}, \infty\right)$.

### 3.3 Proof of Theorem 2

If we assume $\zeta(t)=t$, the function $b_{\Lambda}^{\zeta}$ can be studied more carefully as explained in Appendix. In this case, one can prove that

$$
I_{\Lambda}=\left\|b_{\Lambda}^{\zeta}\right\|_{L^{1}\left(\mathbb{R}^{3}\right)} \leq \frac{\alpha B_{\Lambda}^{\zeta}(0)}{1-\alpha B_{\Lambda}^{\zeta}(0)} \leq \frac{2 /(3 \pi) \alpha \log \Lambda}{1-2 /(3 \pi) \alpha \log \Lambda}
$$

when $\Lambda \geq 4$ and $2 /(3 \pi) \alpha \log \Lambda<1$, see Proposition 21 . For the sake of simplicity, we shall use the following notation in the whole proof

$$
\theta:=\alpha \pi^{1 / 6} 2^{11 / 6} D(\nu, \nu)^{1 / 2}
$$

and we will assume that $\theta<1$. Later on we shall also assume that $\alpha, I$ and $\theta$ are small enough but we postpone this to the end of the proof and rather give precise estimates before.

## Step 1: A priori estimates.

Lemma 11. Assume that $Q \in \mathcal{Q}(q)$ is a minimizer for $E_{\mathrm{r}}^{\nu}(q)$, for some $q \in$ $\left[q_{m}, q_{M}\right]$. Then we have

$$
\begin{equation*}
\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}} \leq\|\nu\|_{\mathcal{C}} . \tag{57}
\end{equation*}
$$

If moreover $\theta:=\alpha \pi^{1 / 6} 2^{11 / 6} D(\nu, \nu)^{1 / 2}<1$, then $\left|D_{Q}\right| \geq 1-\theta$, hence $0 \notin \sigma\left(D_{Q}\right)$ and, denoting $Q_{\mathrm{vac}}=\chi_{(-\infty, 0)}\left(D_{Q}\right)-P_{-}^{0}$ we have

$$
\begin{equation*}
\operatorname{tr}_{P_{-}^{0}}\left(Q_{\mathrm{vac}}\right)=0 \tag{58}
\end{equation*}
$$

Proof of Lemma 11. We have by (33)

$$
\operatorname{tr}_{P_{-}^{0}}\left(D^{\zeta} Q\right)+\frac{\alpha}{2} D\left(\rho_{Q}-\nu, \rho_{Q}-\nu\right) \leq \frac{\alpha}{2} D(\nu, \nu)+|q| .
$$

Introducing $q^{+}=\operatorname{tr}_{P_{-}^{0}}\left(Q^{++}\right) \geq 0$ and $q^{-}=-\operatorname{tr}_{P_{-}^{0}}\left(Q^{--}\right) \geq 0$, we have

$$
\operatorname{tr}_{P_{-}^{0}}\left(D^{\zeta} Q\right)=\operatorname{tr}\left(\left|D^{\zeta}\right|^{1 / 2}\left(Q^{++}-Q^{--}\right)\left|D^{\zeta}\right|^{1 / 2}\right) \geq q^{+}+q^{-} \geq|q|
$$

hence (57) follows. Following [13, p. 4495], we have the operator inequality

$$
\left|\varphi_{Q}^{\prime}\right|=\left|\left(\rho_{Q}-\nu\right) * \frac{1}{|\cdot|}\right| \leq \kappa\|\nu\|_{\mathcal{C}}\left|D^{0}\right| \leq \kappa\|\nu\|_{\mathcal{C}}\left|D^{\zeta}\right|
$$

with $\kappa=\pi^{1 / 6} 2^{11 / 6}$. Hence

$$
\begin{equation*}
\left|D_{Q}\right| \geq\left(1-\alpha \kappa\|\nu\|_{\mathcal{C}}\right)\left|D^{\zeta}\right| \geq 1-\theta \tag{59}
\end{equation*}
$$

The proof that $\operatorname{tr}_{P_{-}^{0}}\left(Q_{\mathrm{vac}}\right)=0$ is the same as in [12, 13]: considering $P(t)=$ $\chi_{(-\infty, 0)}\left(D^{\zeta}+\alpha t\left(\rho_{Q}-\nu *|\cdot|^{-1}\right)\right)$, we have by $[12$, Lemma 2$]$ that $\operatorname{tr}_{P_{-}^{0}}\left(P(t)-P_{-}^{0}\right)=$ $\operatorname{tr}\left(P(t)-P_{-}^{0}\right)^{3}$ is for all $t \in[0,1]$ an integer which varies continuously with respect to $t$, hence, it is equal to 0 for all $t \in[0,1]$.

For the rest of the proof, we work under the assumptions of Theorem 2, namely we assume that $\nu$ is a radial and positive function in $L^{1}\left(\mathbb{R}^{3}\right) \cap \mathcal{C}$ such that $\alpha \pi^{1 / 6} 2^{11 / 6} D(\nu, \nu)^{1 / 2}<1$ and $Z=\int \nu>0$. Let $Q$ be a minimizer for $E_{\mathrm{r}}^{\nu}(q), q \in\left[q_{m}, q_{M}\right]$. It solves the self-consistent equation

$$
\begin{equation*}
Q:=Q_{\mathrm{vac}}+\gamma, \quad Q_{\mathrm{vac}}=\chi_{(-\infty, 0)}\left(D_{Q}\right)-P_{-}^{0} \tag{60}
\end{equation*}
$$

By Lemma 11, $\gamma$ is either $\geq 0$ if $q \geq 0$ or $\leq 0$ if $q \leq 0$. It satisfies $\|\gamma\|_{\mathfrak{S}_{1}(\mathfrak{H})}=|q|$. As $\rho_{Q}$ is radial by Proposition 5, the operator $D_{Q}$ is invariant under the action of $S U_{2}$ introduced in the proof of Proposition 5. In particular, we deduce that $U Q_{\mathrm{vac}} U^{-1}=Q_{\mathrm{vac}}$ for any $U \in S U_{2}$. Hence $\rho_{Q_{\mathrm{vac}}}$ is also a radial function. Therefore $\rho_{\gamma}=\rho_{Q}-\rho_{Q_{\text {vac }}}$ is radially symmetric.

Lemma 12. Assume that $Q \in \mathcal{Q}(q)$ is a minimizer for $E_{\mathrm{r}}^{\nu}(q)$ for some $q \in$ $\left[q_{m}, q_{M}\right]$, decomposed as in (60), and that $\theta:=\alpha \pi^{1 / 6} 2^{11 / 6} D(\nu, \nu)^{1 / 2}<1$. Let be $0 \leq \tau<1 / 2$. There exists a constant $C>0$ (depending only on $\tau$ ) such that

$$
\begin{gather*}
\left\|\left|D^{\zeta}\right|^{\tau} Q_{\mathrm{vac}}\right\| \leq \frac{C \theta}{1-\log (1-\theta)}  \tag{61}\\
\left\||x| Q_{\mathrm{vac}}\right\| \leq \frac{C}{1-\log (1-\theta)}\left(\alpha \int_{\mathbb{R}^{3}}\left|\rho_{Q}-\nu\right|+\theta\right) \tag{62}
\end{gather*}
$$

Proof. We have

$$
Q_{\mathrm{vac}}=\frac{\alpha}{2 \pi} \int_{-\infty}^{\infty} \frac{1}{D^{\zeta}+i \eta} \varphi_{Q}^{\prime} \frac{1}{D_{Q}+i \eta} d \eta
$$

Hence

$$
\begin{aligned}
\left\|\left|D^{\zeta}\right|^{\tau} Q_{\mathrm{vac}}\right\|_{\mathfrak{S}_{6}(\mathfrak{H})} & \leq \int_{-\infty}^{\infty} \frac{C \alpha d \eta}{\sqrt{(1-\theta)^{2}+\eta^{2}}}\left\|\frac{\left|D^{\zeta}(p)\right|^{\tau}}{\left(\left|D^{\zeta}(p)\right|^{2}+\eta^{2}\right)^{1 / 2}} \varphi_{Q}^{\prime}\right\|_{\mathfrak{S}_{6}(\mathfrak{H})} \\
& \leq C \theta \int_{-\infty}^{\infty} \frac{d \eta}{\sqrt{(1-\theta)^{2}+\eta^{2}}}\left\|\frac{\left|D^{\zeta}(p)\right|^{\tau}}{\left(\left|D^{\zeta}(p)\right|^{2}+\eta^{2}\right)^{1 / 2}}\right\|_{L^{6}\left(\mathbb{R}^{3}\right)} \\
& \leq C \theta \int_{-\infty}^{\infty} \frac{C \theta}{E(\eta)^{1 / 2-\tau} \sqrt{(1-\theta)^{2}+\eta^{2}}} \leq \frac{d \eta}{1-\log (1-\theta)}
\end{aligned}
$$

by (57), (59) and the Kato-Seiler-Simon inequality (17).

Notice $|x| Q_{\text {vac }}=\frac{x}{|x|} \cdot x Q_{\text {vac }}$ and $x|x|^{-1}$ is bounded on $\mathfrak{H}$. Hence for (62) it suffices to prove that $x_{k} Q_{\mathrm{vac}}$ is a bounded operator for any $k=1$.. 3 . We write

$$
x_{k} Q_{\mathrm{vac}}=\frac{\alpha}{2 \pi} \int_{-\infty}^{\infty}\left(\left[x_{k}, \frac{1}{D^{\zeta}+i \eta}\right] \varphi_{Q}^{\prime} \frac{1}{D_{Q}+i \eta}+\frac{1}{D^{\zeta}+i \eta} x_{k} \varphi_{Q}^{\prime} \frac{1}{D_{Q}+i \eta}\right) d \eta
$$

Notice

$$
\left[x_{k}, \frac{1}{D^{\zeta}+i \eta}\right]=-\frac{1}{D^{\zeta}+i \eta}\left[x_{k}, D^{\zeta}+i \eta\right] \frac{1}{D^{\zeta}+i \eta}=i \frac{1}{D^{\zeta}+i \eta}\left(\partial_{p_{k}} D^{\zeta}\right) \frac{1}{D^{\zeta}+i \eta}
$$

Clearly $\partial_{p_{k}} D^{\zeta}=\alpha_{k}\left(1+|p|^{2} / \Lambda^{2}\right)+2 p_{k} / \Lambda^{2}(\boldsymbol{\alpha} \cdot p+\beta)$, hence

$$
\left\|\left(\partial_{p_{k}} D^{\zeta}\right) \frac{1}{1+|p|^{2} / \Lambda^{2}}\right\| \leq C
$$

and by (59), (40) and (57)

$$
\begin{aligned}
\left\|\int_{-\infty}^{\infty}\left[x_{k}, \frac{1}{D^{\zeta}+i \eta}\right] \varphi_{Q}^{\prime} \frac{1}{D_{Q}+i \eta} d \eta\right\| & \leq \int_{-\infty}^{\infty} \frac{d \eta}{E(\eta) \sqrt{(1-\theta)^{2}+\eta^{2}}}\left\|\varphi_{Q}^{\prime}\right\|_{L^{6}\left(\mathbb{R}^{3}\right)} \\
& \leq \frac{C}{1-\log (1-\theta)}\|\nu\|_{\mathcal{C}}
\end{aligned}
$$

Since $\rho_{Q}$ and $\nu$ are radial, we have by Newton's theorem

$$
\left|x_{k} \varphi_{Q}^{\prime}(x)\right| \leq|x|\left|\varphi_{Q}^{\prime}(x)\right| \leq|x| \int_{\mathbb{R}^{3}} \frac{\left|\rho_{Q}-\nu\right|(y)}{|x-y|} d y \leq \int_{\mathbb{R}^{3}}\left|\rho_{Q}-\nu\right|
$$

hence

$$
\left\|\int_{-\infty}^{\infty} \frac{1}{D^{\zeta}+i \eta} x_{k} \varphi_{Q}^{\prime} \frac{1}{D_{Q}+i \eta} d \eta\right\| \leq \frac{C}{1-\log (1-\theta)} \int_{\mathbb{R}^{3}}\left|\rho_{Q}-\nu\right|
$$

This ends the proof of Lemma 12.
Lemma 13. We have

$$
\begin{equation*}
\left\|\gamma D^{\zeta}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \leq \frac{|q|}{1-\theta} \tag{63}
\end{equation*}
$$

Proof. Assume for instance that $q \geq 0$ and $\gamma \geq 0$. By the self-consistent equation (60), we have $\gamma D_{Q} \geq 0$ and $\operatorname{tr}\left(\gamma D_{Q}\right) \leq \operatorname{tr}(\gamma)=q$. Hence $\left\|\gamma D_{Q}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} \leq q$. We then write

$$
\gamma D_{Q}=\gamma D^{\zeta}\left(1+\alpha \operatorname{sgn}\left(D^{\zeta}\right)\left|D^{\zeta}\right|^{-1} \varphi_{Q}^{\prime}\right)
$$

We now use that

$$
\left\|\left|D^{\zeta}\right|^{-1} \varphi_{Q}^{\prime}\right\|_{\mathfrak{S}_{6}(\mathfrak{H})} \leq \kappa\left\|\rho_{Q}-\nu\right\|_{\mathcal{C}} \leq \kappa\|\nu\|_{\mathcal{C}} \leq \frac{\theta}{\alpha}
$$

by [13, p. 4495] and (57), so that $1+\alpha \operatorname{sgn}\left(D^{\zeta}\right)\left|D^{\zeta}\right|^{-1} \varphi_{Q}^{\prime}$ is invertible and

$$
\left\|\left(1+\alpha \operatorname{sgn}\left(D^{\zeta}\right)\left|D^{\zeta}\right|^{-1} \varphi_{Q}^{\prime}\right)^{-1}\right\| \leq \frac{1}{1-\theta}
$$

This gives the result.

Lemma 14. There exists a universal constant $C$ such that

$$
\begin{align*}
& \left(1-C\left(1+I_{\Lambda}\right)^{3} \alpha \theta^{2}\right) \int\left|\rho_{Q_{\mathrm{vac}}}\right| \\
& \quad \leq\left(I_{\Lambda}+C\left(1+I_{\Lambda}\right)^{3} \alpha \theta^{2}\right)(Z+|q|)+C\left(1+I_{\Lambda}\right)\left(\alpha \theta^{2}+\frac{\theta^{4}}{1-\theta}\right) \tag{64}
\end{align*}
$$

Proof. By (55), we have

$$
\begin{align*}
\left\|\rho_{Q_{\mathrm{vac}}}\right\|_{L^{1}\left(\mathbb{R}^{3}\right)} \leq I_{\Lambda}(Z+|q|)+C\left(1+I_{\Lambda}\right) & \left(\alpha \theta^{2}+\frac{\theta^{4}}{1-\theta}\right) \\
& +C\left(1+I_{\Lambda}\right)^{3} \alpha^{3}\left\|\varphi_{Q}^{\prime}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)}^{2}\|\nu\|_{\mathcal{C}} \tag{65}
\end{align*}
$$

Notice for any $\rho$

$$
\begin{equation*}
\left\|\rho *|\cdot|^{-1}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)} \leq C\|\rho\|_{\mathcal{C}}^{1 / 2}\|\rho\|_{L^{1}\left(\mathbb{R}^{3}\right)}^{1 / 2} \tag{66}
\end{equation*}
$$

which is proved by writing

$$
\begin{aligned}
\left\|\rho *|\cdot|^{-1}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)} & \leq C\left\|\widehat{\rho}(k)|k|^{-2}\right\|_{L^{4 / 3}\left(\mathbb{R}^{3}\right)} \\
& \leq\|\rho\|_{L^{1}\left(\mathbb{R}^{3}\right)}\left\||k|^{-2}\right\|_{L^{4 / 3}(B(0, r))}+\|\rho\|_{\mathcal{C}}\left\||k|^{-1}\right\|_{L^{4}\left(\mathbb{R}^{3} \backslash B(0, r)\right)}
\end{aligned}
$$

and optimizing in $r$. Using (66) for $\rho=\rho_{Q}-\nu$ and (57), we get

$$
\left\|\varphi_{Q}^{\prime}\right\|_{L^{4}\left(\mathbb{R}^{3}\right)}^{2} \leq C\|\nu\|_{\mathcal{C}} \int\left|\rho_{Q}\right|+\nu \leq C\|\nu\|_{\mathcal{C}}\left(Z+|q|+\int\left|\rho_{Q_{\mathrm{vac}}}\right|\right)
$$

Inserting this in (65) yields the result.

## Step 2: Lieb's argument.

We now use ideas from Lieb [20] to obtain a bound on $q_{M}$. We denote by $Q$ a minimizer for $E^{\nu}\left(q_{M}\right)$ which exists by Theorem 1 . As $q_{M} \geq Z>0$, we can decompose $Q$ as in (60):

$$
\begin{equation*}
Q=\chi_{(-\infty, \mu)}\left(D_{Q}\right)-P_{-}^{0}+\delta=Q_{\mathrm{vac}}+\gamma \tag{67}
\end{equation*}
$$

with $\gamma \geq 0$. Using that $\left(D_{Q}-1\right) \gamma \leq 0$ due to (67), we infer

$$
\begin{equation*}
0 \geq \operatorname{tr}\left(|x|\left(D_{Q}-1\right) \gamma\right)=\operatorname{tr}\left(|x|\left(D^{\zeta}-1\right) \gamma\right)+\alpha \int_{\mathbb{R}^{3}}|x| \varphi_{Q}^{\prime}(x) \rho_{\gamma}(x) d x \tag{68}
\end{equation*}
$$

Lemma 15. There exists a universal constant $C$ such that

$$
\begin{equation*}
\operatorname{tr}\left(|x|\left(D^{\zeta}-1\right) \gamma\right) \geq-\frac{C q_{M}}{1-\theta}\left(\frac{1}{\Lambda}+\frac{\alpha q_{M}+\alpha Z+\theta}{1-\log (1-\theta)}\right) \tag{69}
\end{equation*}
$$

The proof of Lemma 15 will be given at the end of this section. Now we assume that $\alpha, I_{\Lambda}$ and $\theta$ are all small enough. Then (69) becomes

$$
\begin{equation*}
\operatorname{tr}\left(|x|\left(D^{\zeta}-1\right) \gamma\right) \geq-C q_{M}\left(\frac{1}{\Lambda}+\alpha q_{M}+\alpha Z+\theta\right) \tag{70}
\end{equation*}
$$

and (64) becomes

$$
\begin{equation*}
\int\left|\rho_{Q_{\mathrm{vac}}}\right| \leq C\left(I_{\Lambda}+\alpha \theta^{2}\right)\left(Z+q_{M}\right)+C\left(\alpha \theta^{2}+\theta^{4}\right) \tag{71}
\end{equation*}
$$

To estimate the second term in (68), we write

$$
\begin{aligned}
\int_{\mathbb{R}^{3}}|x| \varphi_{Q}^{\prime}(x) \rho_{\gamma}(x) d x=\iint_{\mathbb{R}^{6}} \frac{|x|+|y|}{2|x-y|} & \rho_{\gamma}(x) \rho_{\gamma}(y) d x d y \\
& +\iint_{\mathbb{R}^{6}} \frac{|x|\left(\rho_{Q_{\mathrm{vac}}}-\nu\right)(y) \rho_{\gamma}(x)}{|x-y|} d x d y
\end{aligned}
$$

and notice

$$
\begin{equation*}
\iint_{\mathbb{R}^{6}} \frac{|x|+|y|}{2|x-y|} \rho_{\gamma}(x) \rho_{\gamma}(y) d x d y \geq \frac{q_{M}^{2}}{2} \tag{72}
\end{equation*}
$$

since $\rho_{\gamma} \geq 0$ and $|x-y| \leq|x|+|y|$. Using Newton's theorem we infer

$$
\begin{gather*}
\iint_{\mathbb{R}^{6}} \frac{|x| \nu(y) \rho_{\gamma}(x)}{|x-y|} d x d y \leq Z q_{M}  \tag{73}\\
\iint_{\mathbb{R}^{6}} \frac{\left|\rho_{Q_{\mathrm{vac}}}(y)\right||x| \rho_{\gamma}(x)}{|x-y|} d x d y \leq C\left(I_{\Lambda}+\alpha \theta^{2}\right) q_{M}^{2}+C q_{M}\left(I_{\Lambda}+\alpha \theta^{2}\right) Z+C q_{M}\left(\alpha \theta^{2}+\theta^{4}\right)
\end{gather*}
$$

by (71) and since both $\nu, \rho_{\gamma}$ and $\rho_{Q_{\mathrm{vac}}}$ are radial functions. Collecting estimates and using that $\alpha, I$ and $\theta$ are small enough, we obtain the following estimate

$$
\begin{equation*}
(1-C \alpha \log \Lambda) q_{M} \leq 2(1+C \alpha \log \Lambda) Z+\frac{C}{\Lambda}+C \theta \tag{74}
\end{equation*}
$$

The proof for $q_{m}$ is the same, using that in this case $\gamma \leq 0$ and instead of (73)

$$
-\iint_{\mathbb{R}^{6}} \frac{|x| \nu(y) \rho_{\gamma}(x)}{|x-y|} d x d y \geq 0
$$

Proof of Lemma 15. For the second term of (68), we compute

$$
\begin{align*}
\operatorname{tr}\left(|x|\left(D^{\zeta}-1\right) \gamma\right) & =\operatorname{tr}\left(|x|\left(\left|D^{\zeta}\right|-1\right) \gamma\right)-2 \operatorname{tr}\left(|x| D^{\zeta} P_{-}^{0} \gamma\right)  \tag{75}\\
& =\operatorname{tr}\left(|x|\left(\left|D^{\zeta}\right|-1\right) \gamma\right)+2 \operatorname{tr}\left(|x| D^{\zeta} Q_{\mathrm{vac}} \gamma\right) \\
& =\operatorname{tr}\left(|x|\left(\left|D^{\zeta}\right|-1\right) \gamma\right)+2 \operatorname{tr}\left(\left[|x|, D^{\zeta}\right] Q_{\mathrm{vac}} \gamma\right)+2 \operatorname{tr}\left(|x| Q_{\mathrm{vac}} \gamma D^{\zeta}\right)
\end{align*}
$$

where we have used that $\chi_{(-\infty, 0]}\left(D_{Q}\right) \gamma=0$ by (67). One computes

$$
\begin{aligned}
& \left(\left|D^{\zeta}(p)\right|-1\right)|x|+|x|\left(\left|D^{\zeta}(p)\right|-1\right)=(E(p)-1)|x|+|x|(E(p)-1) \\
& \quad+\sum_{k=1}^{3} \frac{E(p) p_{k}}{\Lambda^{2}}\left[p_{k},|x|\right]+\left[|x|, p_{k}\right] \frac{p_{k} E(p)}{\Lambda^{2}}+\frac{1}{\Lambda^{2}} \sum_{k=1}^{3} p_{k}(E(p)|x|+|x| E(p)) p_{k}
\end{aligned}
$$

Next we use a result of Lieb [20] which says that

$$
(E(p)-1)|x|+|x|(E(p)-1) \geq 0 .
$$

We obtain

$$
\left(\left|D^{\zeta}(p)\right|-1\right)|x|+|x|\left(\left|D^{\zeta}(p)\right|-1\right) \geq \frac{i}{\Lambda^{2}} \sum_{k=1}^{3}\left[\frac{x_{k}}{|x|}, E(p) p_{k}\right]
$$

and

$$
\operatorname{tr}\left(|x|\left(\left|D^{\zeta}\right|-1\right) \gamma\right) \geq-\frac{1}{\Lambda^{2}} \sum_{k=1}^{3}\left\|\frac{E(p) p_{k}}{\left|D^{\zeta}(p)\right|}\right\|\left\|\gamma\left|D^{\zeta}\right|^{-1}\right\|_{\mathfrak{S}_{1}(\mathfrak{H})} .
$$

Notice

$$
\frac{E(p) p_{k}}{\left|D^{\zeta}(p)\right|}=\frac{p_{k}}{1+|p|^{2} / \Lambda^{2}} \leq \frac{\Lambda}{2}
$$

hence, using (63), we obtain

$$
\begin{equation*}
\operatorname{tr}\left(|x|\left(\left|D^{\zeta}\right|-1\right) \gamma\right) \geq-\frac{C}{(1-\theta) \Lambda} q_{M} \tag{76}
\end{equation*}
$$

Let us now estimate the last term of the r.h.s. of (75). Using (62) and (63), we obtain the following estimate:

$$
\begin{equation*}
\left|\operatorname{tr}\left(|x| Q_{\mathrm{vac}} \gamma D^{\zeta}\right)\right| \leq \frac{C}{(1-\theta)(1-\log (1-\theta))}\left(\alpha q_{M}+\alpha Z+\theta\right) q_{M} \tag{77}
\end{equation*}
$$

Eventually we estimate the second term of the r.h.s. of (75). We compute

$$
\begin{aligned}
{\left[D^{\zeta},|x|\right]=} & {[\boldsymbol{\alpha} \cdot p,|x|]+\frac{\beta}{\Lambda^{2}}\left[|p|^{2},|x|\right]+\sum_{k=1}^{3} \frac{\alpha_{k}}{\Lambda^{2}}\left[p_{k}|p|^{2},|x|\right] } \\
= & -i \sum_{k=1}^{3} \alpha_{k} \frac{x_{k}}{|x|}+\frac{\beta}{\Lambda^{2}}\left[|p|^{2},|x|\right]+\sum_{k=1}^{3} \frac{\alpha_{k}}{\Lambda^{2}}\left[p_{k}|p|^{2},|x|\right], \\
& \quad\left[|p|^{2},|x|\right]=\frac{2}{|x|}-2 i p \cdot \frac{x}{|x|}, \\
{\left[p_{k}|p|^{2},|x|\right]=} & \frac{2}{|x|} p_{k}+2 p_{k} \frac{1}{|x|}-2 p \cdot x \frac{x_{k}}{|x|^{3}}+2 i p_{k} p \cdot \frac{x}{|x|}-i|p|^{2} \frac{x_{k}}{|x|} .
\end{aligned}
$$

Hence, using Hardy's inequality which tell us that $|p|^{-1}|x|^{-1}$ is a bounded operator on $\mathfrak{H}$, we easily deduce that

$$
\left[|x|, D^{\zeta}\right]=-\frac{2}{\Lambda^{2}} \frac{1}{|x|} \boldsymbol{\alpha} \cdot p+A
$$

where $A$ is an operator satisfying $\left\|\left|D^{\zeta}\right|^{-1} A\right\| \leq C$ for a universal constant $C$ independent of $\Lambda$. Next we write

$$
\begin{align*}
\operatorname{tr}\left(\left[|x|, D^{\zeta}\right] Q_{\mathrm{vac}} \gamma\right) & =-\frac{2}{\Lambda^{2}} \operatorname{tr}\left(\frac{1}{|p|} \frac{1}{|x|} \boldsymbol{\alpha} \cdot p Q_{\mathrm{vac}} \gamma|p|\right)+\operatorname{tr}\left(\left(D^{\zeta}\right)^{-1} A Q_{\mathrm{vac}} \gamma D^{\zeta}\right) \\
& \geq-\frac{C}{\Lambda^{4 / 3}}\left\|\frac{|p|}{\Lambda^{2 / 3}} Q_{\mathrm{vac}}\right\| \frac{q_{M}}{1-\theta}-C\left\|Q_{\mathrm{vac}}\right\| \frac{q_{M}}{1-\theta} \\
& \geq-C \frac{q_{M} \theta}{(1-\theta) \log (1-\theta)} \tag{78}
\end{align*}
$$

by Lemma 13 and Lemma 12 with $\tau=0$ and $\tau=1 / 3$. Inserting (76), (77) and (78) in Formula (75), we obtain (69). This ends the proof of Lemma 15.

## A Study of the function $b_{\Lambda}^{\zeta}$

This appendix is devoted to the decay properties of $b_{\Lambda}^{\zeta}$, for the different cut-offs chosen in this article. The function $b_{\Lambda}^{\zeta}$ plays an important role in the model as it can be interpreted as the linear response of the vacuum in the presence of an external field, as shown by Formula (52). We recall that

$$
\begin{equation*}
\widehat{b_{\Lambda}^{\zeta}}(k)=(2 \pi)^{3 / 2} \frac{\alpha B_{\Lambda}^{\zeta}(k)}{1+\alpha B_{\Lambda}^{\zeta}(k)} \tag{79}
\end{equation*}
$$

## A. 1 Study of $b_{\Lambda}^{0}$ when $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$

We start with the sharp cut-off case $\zeta=0$ and $\mathfrak{H}=\mathfrak{H}_{\Lambda}$. In this case
$B_{\Lambda}^{0}(k)=-\frac{1}{\pi^{2}|k|^{2}} \int_{\substack{|q+k / 2| \leq \Lambda,|q-k / 2| \leq \Lambda}} \frac{(q+k / 2) \cdot(q-k / 2)+1-E(q+k / 2) E(q-k / 2)}{E(q+k / 2) E(q-k / 2)(E(q+k / 2)+E(q-k / 2))} d q$
is defined for $|k| \leq 2 \Lambda$. Following [22], for any $q \in \mathbb{R}^{3}$ we introduce as new variables the azimuth angle $\varphi$ around the axis parallel to $k$ and

$$
\left\{\begin{align*}
v & =(E(q+k / 2)-E(q-k / 2)) / 2  \tag{81}\\
w & =(E(q+k / 2)+E(q-k / 2)) / 2
\end{align*}\right.
$$

Then integrating over $\left\{q \in \mathbb{R}^{3}| | q+k / 2|\leq \Lambda,|q-k / 2| \leq \Lambda\}\right.$ is easily shown to be equivalent to integrate over the new variables $(u, v, \varphi) \in \mathbb{R} \times \mathbb{R} \times[0,2 \pi)$ with the three conditions

$$
\begin{gather*}
1 \leq v+w \leq \sqrt{1+\Lambda^{2}}, \quad 1 \leq w-v \leq \sqrt{1+\Lambda^{2}}  \tag{82}\\
\sqrt{1+|k|^{2} / 4} \leq w \leq \sqrt{1+\Lambda^{2}}, \quad|v| \leq \frac{|k|}{2} \sqrt{\frac{w^{2}-|k|^{2} / 4-1}{w^{2}-|k|^{2} / 4}} . \tag{83}
\end{gather*}
$$

Eventually (82) and (83) are equivalent to

$$
\begin{gather*}
\sqrt{1+|k|^{2} / 4} \leq w \leq \sqrt{1+\Lambda^{2}}  \tag{84}\\
|v| \leq \min \left(w-1, \sqrt{1+\Lambda^{2}}-w, \frac{|k|}{2} \sqrt{\frac{w^{2}-|k|^{2} / 4-1}{w^{2}-|k|^{2} / 4}}\right) \tag{85}
\end{gather*}
$$

An explicit computation shows that

$$
\begin{align*}
\min \left(w-1, \sqrt{1+\Lambda^{2}}-w\right. & \left., \frac{|k|}{2} \sqrt{\frac{w^{2}-|k|^{2} / 4-1}{w^{2}-|k|^{2} / 4}}\right) \\
& = \begin{cases}\frac{|k|}{2} \sqrt{\frac{w^{2}-|k|^{2} / 4-1}{w^{2}-|k|^{2} / 4}} & \text { when } w \leq W_{\Lambda}(|k|) \\
\sqrt{1+\Lambda^{2}}-w & \text { when } w \geq W_{\Lambda}(|k|)\end{cases} \tag{86}
\end{align*}
$$

where $W_{\Lambda}(r):=\left(\sqrt{1+\Lambda^{2}}+\sqrt{1+(\Lambda-r)^{2}}\right) / 2$ is the unique root of the fourth order polynomial equation

$$
\sqrt{1+\Lambda^{2}}-w=\frac{|k|}{2} \sqrt{\frac{w^{2}-|k|^{2} / 4-1}{w^{2}-|k|^{2} / 4}}
$$

in $\left[\sqrt{1+|k|^{2} / 4}, \sqrt{1+\Lambda^{2}}\right]$. Inserting this in the definition of $B_{\Lambda}(k)$ and using that $d q=(2 /|k|) E(q+k / 2) E(q-k / 2) d v d w d \varphi$, see [22, Eq. (12)], we find

$$
\begin{align*}
& B_{\Lambda}^{0}(k)=-\frac{8}{\pi|k|^{3}}\left(\int_{\sqrt{1+|k|^{2} / 4}}^{W_{\Lambda}(|k|)} d w \int_{0}^{\frac{|k|}{2} \sqrt{\frac{w^{2}-|k|^{2} / 4-1}{w^{2}-|k|^{2} / 4}}} d v \frac{v^{2}-|k|^{2} / 4}{w}\right. \\
&\left.+\int_{W_{\Lambda}(|k|)}^{\sqrt{1+\Lambda^{2}}} d w \int_{0}^{\sqrt{1+\Lambda^{2}}-w} d v \frac{v^{2}-|k|^{2} / 4}{w}\right) \tag{87}
\end{align*}
$$

Letting $z=\sqrt{\frac{w^{2}-|k|^{2} / 4-1}{w^{2}-|k|^{2} / 4}}$ in the first integral and $z=2\left(\sqrt{1+\Lambda^{2}}-w\right) /|k|$ in the second, we obtain

$$
\begin{align*}
& B_{\Lambda}^{0}(k)=\frac{1}{\pi} \int_{0}^{Z_{\Lambda}(|k|)} \frac{z^{2}-z^{4} / 3}{\left(1-z^{2}\right)\left(1+|k|^{2}\left(1-z^{2}\right) / 4\right)} d z \\
&+\frac{|k|}{2 \pi} \int_{0}^{Z_{\Lambda}(|k|)} \frac{z-z^{3} / 3}{\sqrt{1+\Lambda^{2}}-|k| z / 2} d z \tag{88}
\end{align*}
$$

where we have defined

$$
Z_{\Lambda}(r)=\sqrt{\frac{W_{\Lambda}(r)^{2}-r^{2} / 4-1}{W_{\Lambda}(r)^{2}-r^{2} / 4}}=\frac{\sqrt{1+\Lambda^{2}}-\sqrt{1+(\Lambda-r)^{2}}}{r} .
$$

The first term of (88) was already present in [22], whereas the second term was ignored by Pauli and Rose. An explicit computation of the integrals in (88) yields

$$
\begin{align*}
& B_{\Lambda}^{0}(k)=\frac{1}{\pi|k|^{3}}\left\{-\frac{4 r Z_{\Lambda}(r)}{3}-\frac{2}{3}\left(r^{2}-2\right) \sqrt{4+r^{2}} \operatorname{arctanh}\left(\frac{r Z_{\Lambda}(r)}{\sqrt{4+r^{2}}}\right)\right. \\
& \quad+\frac{r^{3}}{3} \log \left(\frac{1+Z_{\Lambda}(r)}{1-Z_{\Lambda}(r)}\right)+\frac{8 E(\Lambda)^{3}}{3}\left(1-\frac{3 r^{2}}{4 E(\Lambda)^{2}}\right) \log \frac{Z_{\Lambda}(r)}{E(\Lambda)}+\frac{44}{9} E(\Lambda)^{3} \\
& \left.-2 E(\Lambda) r^{2}-2\left(3 E(\Lambda)^{2}+1+r^{2}\right) Z_{\Lambda}(r)+3 E(\Lambda) Z_{\Lambda}(r)^{2}-\frac{8}{9} Z_{\Lambda}(r)^{3}\right\} \tag{89}
\end{align*}
$$

To avoid any further notation, we now see $B_{\Lambda}^{0}$ as a function of $|k|$. Using Formula (89), one can prove the

Proposition 16 (Regularity of $B_{\Lambda}^{0}$ ). Let be $\Lambda>0$. The function $r \mapsto B_{\Lambda}^{0}(r)$ extends to a non-negative, $C^{1}$ function on $\mathbb{R}_{+}$, which vanishes on $[2 \Lambda,+\infty)$. Moreover, it is of class $C^{3}$ on $[0,2 \Lambda]$. Eventually, we have

$$
\begin{gathered}
B_{\Lambda}^{0}(0)=B_{\Lambda}^{0}=\frac{2}{3 \pi} \ln (\Lambda)+O(1), \quad \frac{d B_{\Lambda}^{0}}{d r}(0)=-\frac{1}{8 \pi \Lambda}+\underset{\Lambda \rightarrow+\infty}{O}\left(\frac{1}{\Lambda^{3}}\right), \\
\frac{d^{2} B_{\Lambda}^{0}}{d r^{2}}(0)=-\frac{2}{15 \pi}+\underset{\Lambda \rightarrow+\infty}{O}\left(\frac{1}{\Lambda^{2}}\right), \quad \frac{d^{3} B_{\Lambda}^{0}}{d r^{3}}(0)=\frac{3}{4 \pi \Lambda}+\underset{\Lambda \rightarrow+\infty}{O}\left(\frac{1}{\Lambda^{2}}\right) \\
B_{\Lambda}^{0}(2 \Lambda)=\frac{d B_{\Lambda}^{0}}{d r}(2 \Lambda)=0, \quad \frac{d^{2} B_{\Lambda}^{0}}{d r^{2}}(2 \Lambda)=\frac{\Lambda}{4 \pi E(\Lambda)^{3}}, \quad \frac{d^{3} B_{\Lambda}^{0}}{d r^{3}}(2 \Lambda)=\frac{5 \Lambda^{2}-1}{8 \pi E(\Lambda)^{5}} .
\end{gathered}
$$

By Proposition 16, $B_{\Lambda}^{0}$ is a non-negative, continuous function with compact support. Therefore, by (79), $b_{\Lambda}^{0}$ is a smooth function which reads (using the inverse Fourier formula for spherically symmetric functions),

$$
\begin{equation*}
\forall x \in \mathbb{R}^{3} \backslash\{0\}, \quad b_{\Lambda}^{0}(x)=\frac{2 \pi}{|x|} \int_{0}^{2 \Lambda} \frac{\alpha B_{\Lambda}^{0}(r)}{1+\alpha B_{\Lambda}^{0}(r)} \sin (r|x|) r d r \tag{90}
\end{equation*}
$$

In particular we get the bound

$$
\begin{equation*}
\left|b_{\Lambda}^{0}(x)\right| \leq \frac{16 \pi \Lambda^{3}}{3} \tag{91}
\end{equation*}
$$

which shows that $b_{\Lambda}^{0} \in L^{\infty}\left(\mathbb{R}^{3}\right)$. This becomes after three integrations by parts,

$$
\begin{align*}
b_{\Lambda}^{0}(x)= & \frac{2 \pi}{|x|^{4}}\left\{2 \alpha \Lambda\left(B_{\Lambda}^{0}\right)^{\prime \prime}(2 \Lambda) \cos (2 \Lambda|x|)+\frac{2 \alpha\left(B_{\Lambda}^{0}\right)^{\prime}(0)}{\left(1+\alpha B_{\Lambda}^{0}(0)\right)^{2}}\right. \\
& -\int_{0}^{2 \Lambda}\left(\frac{\alpha r\left(B_{\Lambda}^{0}\right)^{(3)}(r)}{\left(1+\alpha B_{\Lambda}^{0}(r)\right)^{2}}-\frac{6 \alpha^{2} r\left(B_{\Lambda}^{0}\right)^{\prime}(r)\left(B_{\Lambda}^{0}\right)^{\prime \prime}(r)}{\left(1+\alpha B_{\Lambda}^{0}(r)\right)^{3}}+\frac{6 \alpha^{3} r\left(B_{\Lambda}^{0}\right)^{\prime}(r)^{3}}{\left(1+\alpha B_{\Lambda}^{0}(r)\right)^{4}}\right. \\
& \left.\left.+\frac{3 \alpha\left(B_{\Lambda}^{0}\right)^{\prime \prime}(r)}{\left(1+\alpha B_{\Lambda}^{0}(r)\right)^{2}}-\frac{6 \alpha^{2}\left(B_{\Lambda}^{0}\right)^{\prime}(r)^{2}}{\left(1+\alpha B_{\Lambda}^{0}(r)\right)^{3}}\right) \cos (r|x|) d r\right\}, \tag{92}
\end{align*}
$$

which yields by Proposition 16

$$
\begin{equation*}
\left|b_{\Lambda}(x)\right| \leq \frac{C_{\alpha, \Lambda}}{|x|^{4}} \tag{93}
\end{equation*}
$$

for some constant $C_{\alpha, \Lambda}$ depending on $\alpha$ and $\Lambda$. With (91), this proves the
Proposition 17. Assume $\mathfrak{H}=\mathfrak{H}_{\Lambda}$ and $\zeta=0$. Let be $\alpha \geq 0$ and $\Lambda>0$. Then $b_{\Lambda}^{0}$ belongs to $L^{1}\left(\mathbb{R}^{3}\right)$.
Remark 3. It can be seen that $B_{\Lambda}^{0}(\Lambda r) \rightarrow B_{\infty}^{0}(r)$ where

$$
B_{\infty}^{0}(r)=\left\{\begin{array}{rr}
\frac{4}{\pi r^{3}}\left[\left(\frac{2}{3}-\frac{r^{2}}{2}\right) \log \left(\frac{r}{2}\right)-\frac{(r-1)^{3}}{36}+\frac{(r-1)^{2}}{6}+\left(\frac{r^{2}}{4}-\frac{7}{12}\right)(r-1)\right. \\
\left.-\frac{r^{2}}{4}+\frac{4}{9}\right] & \text { when } 1 \leq r \leq 2 \\
\frac{4}{\pi r^{3}}\left[\left(\frac{2}{3}-\frac{r^{2}}{2}\right) \log \left(\frac{2-r}{2}\right)-\frac{(1-r)^{3}}{36}+\frac{(1-r)^{2}}{6}+\left(\frac{r^{2}}{4}-\frac{7}{12}\right)(1-r)\right. \\
\left.-\frac{r^{2}}{4}+\frac{4}{9}+\frac{r^{3}}{6} \log \left(\frac{2-r}{r}\right)\right] \quad \text { when } 0<r \leq 1
\end{array}\right.
$$

The convergence holds in $C^{2}([0,2))$. Notice the two terms appearing (88) separately converge to a function which is not differentiable at $r=1$, but there is some cancellation occurring. It can also be proved that $\left\|b_{\Lambda}^{0}\right\|_{L^{1}\left(\mathbb{R}^{3}\right)}$ is indeed uniformly bounded independently of the cut-off $\Lambda$, but we do not need that in this article.

## A. $2 \quad$ Study of $b_{\Lambda}^{\zeta}$ when $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta \neq 0$

When $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta \neq 0$ satisfies (12)-(14), the same changes of variables, followed by $t=\sqrt{1-u^{2}}$, lead to

$$
\begin{equation*}
B_{\Lambda}^{\zeta}(r k)=\pi^{-1} \int_{0}^{1} \frac{d t}{t\left(1+|k|^{2} t^{2} / 4\right)} \int_{0}^{\sqrt{1-t^{2}}} \frac{1-u^{2}}{1+\Psi(|k|, t, u)} d u \tag{94}
\end{equation*}
$$

where

$$
\begin{gathered}
\Psi(|k|, t, u)=\frac{1}{2}(\eta(w+v)+\eta(w-v))+\frac{v}{2 w}(\eta(w+v)-\eta(w-v)) \\
\eta(x)=\zeta\left(\frac{x^{2}-1}{\Lambda^{2}}\right), \quad v=\frac{|k| u}{2} \quad \text { and } \quad w=\sqrt{\frac{|k|^{2}}{4}+\frac{1}{t^{2}}}
\end{gathered}
$$

Proposition 18. Assume $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and that $\zeta \neq 0$ satisfies (12)-(14). Let be $\alpha \geq 0$ and $\Lambda>0$. The function $b_{\Lambda}^{\zeta}$ belongs to $L^{1}\left(\mathbb{R}^{3}\right)$.
Proof. As before, we consider $B_{\Lambda}^{\zeta}$ as a function of $|k|$ to simplify the notation. We shall prove an estimate of the form

$$
\begin{gather*}
\left|B_{\Lambda}^{\zeta}(r)\right| \leq \frac{C_{\Lambda}}{1+r^{2 \epsilon}}, \quad\left|\frac{d}{d r} B_{\Lambda}^{\zeta}(r)\right| \leq \frac{C_{\Lambda}}{1+r^{1+2 \epsilon}}  \tag{95}\\
\left|\frac{d^{2}}{d r^{2}} B_{\Lambda}^{\zeta}(r)\right| \tag{96}
\end{gather*}=\frac{C_{\Lambda} \log (2+r)}{1+r^{2+2 \epsilon}}, \quad\left|\frac{d^{3}}{d r^{3}} B_{\Lambda}^{\zeta}(r)\right| \leq \frac{C_{\Lambda}}{1+r^{2+2 \epsilon}}, ~ l
$$

where $\epsilon>0$ is given by (13). The result will follow using a formula similar to (92). We first notice that $v \leq w$, so that $\eta(w+v)-\eta(w-v) \geq 0$ as $\zeta$ is nonincreasing. Hence, by (13),

$$
\begin{equation*}
1+\Psi \geq 1+\frac{\eta(w)}{2} \geq c\left|\frac{r^{2}}{4}+\frac{1}{t^{2}}\right|^{\epsilon}=\frac{c\left|\frac{r^{2} t^{2}}{4}+1\right|^{\epsilon}}{t^{2 \epsilon}} \tag{97}
\end{equation*}
$$

Inserting in (94), we obtain

$$
\begin{equation*}
\left|B_{\Lambda}^{\zeta}(r)\right| \leq C \int_{0}^{1} \frac{d t}{t^{1-2 \epsilon}\left(\frac{r^{2} t^{2}}{4}+1\right)^{1+\epsilon}} \leq \frac{C}{1+r^{2 \epsilon}} \tag{98}
\end{equation*}
$$

For the three first derivatives of $B_{\Lambda}^{\zeta}$, we invoke the following
Lemma 19. We have for any $p=1,2,3$

$$
\begin{equation*}
\left|\frac{\partial^{p}}{\partial r^{p}}\left(\frac{1}{1+\Psi(r, t, u)}\right)\right| \leq \frac{C}{(1+\Psi(r, t, u))\left(1+(1-u)^{p} r^{p}\right)} \tag{99}
\end{equation*}
$$

Assuming Lemma 19 holds, we can write

$$
\begin{aligned}
\left(B_{\Lambda}^{\zeta}\right)^{\prime}(r) & =-(2 \pi)^{-1} \int_{0}^{1} \frac{r t d t}{\left(1+r^{2} t^{2} / 4\right)^{2}} \int_{0}^{\sqrt{1-t^{2}}} \frac{1-u^{2}}{1+\Psi(r, t, u)} d u \\
& +\pi^{-1} \int_{0}^{1} \frac{d t}{t\left(1+r^{2} t^{2} / 4\right)} \int_{0}^{\sqrt{1-t^{2}}}\left(1-u^{2}\right) \frac{\partial}{\partial r}\left(\frac{1}{1+\Psi(r, t, u)}\right) d u
\end{aligned}
$$

hence

$$
\begin{aligned}
\left|\left(B_{\Lambda}^{\zeta}\right)^{\prime}(r)\right| & \leq C \int_{0}^{1} \frac{r t^{1+2 \epsilon} d t}{\left(\frac{r^{2} t^{2}}{4}+1\right)^{2+\epsilon}}+C \int_{0}^{1} \frac{t^{2 \epsilon-1} d t}{\left(\frac{r^{2} t^{2}}{4}+1\right)^{1+\epsilon}} \int_{0}^{1} \frac{(1-u) d u}{1+(1-u) r} \\
& \leq \frac{C}{1+r^{1+2 \epsilon}} .
\end{aligned}
$$

The proof of (96) is similar. Therefore, we omit it. Instead we turn to the

Proof of Lemma 19. We have

$$
\frac{\partial}{\partial r}\left(\frac{1}{1+\Psi(r, t, u)}\right)=-\frac{\frac{\partial}{\partial r} \Psi(r, t, u)}{(1+\Psi(r, t, u))^{2}},
$$

so that we have to prove that

$$
\left|\frac{\frac{\partial}{\partial r} \Psi(r, t, u)}{1+\Psi(r, t, u)}\right| \leq \frac{C}{1+(1-u) r}
$$

Since $\Psi(r, t, u)=\frac{1}{2}(\eta(w+v)+\eta(w-v))+w^{\prime} u(\eta(w+v)-\eta(w-v))$, we obtain

$$
\begin{align*}
\frac{\partial}{\partial r} \Psi(r, t, u)= & \frac{1}{2}\left\{\left(w^{\prime}+v^{\prime}\right) \eta^{\prime}(w+v)+\left(w^{\prime}-v^{\prime}\right) \eta^{\prime}(w-v)\right\} \\
& +w^{\prime \prime} u\{\eta(w+v)-\eta(w-v)\}  \tag{100}\\
& \left.\left(w^{\prime}+v^{\prime}\right) \eta^{\prime}(w+v)-\left(w^{\prime}-v^{\prime}\right) \eta^{\prime}(w-v)\right\} .
\end{align*}
$$

Next we remark that $v^{\prime}=u \leq 1, v^{\prime \prime}=0, w^{\prime} \leq 1 / 2, w^{\prime \prime} \leq C(1+r)^{-1}$ and $w^{\prime \prime \prime} \leq C(1+r)^{-2}$. Using $1+\Psi(r, t, u) \geq 1+\eta(w+v)+\eta(w-v)$, and Assumption (14), we obtain an estimate of the form

$$
\frac{\left|\frac{\partial}{\partial r} \Psi(r, t, u)\right|}{1+\Psi(r, t, u)} \leq C\left(\frac{1}{1+r}+\frac{1}{1+|w+v|}+\frac{1}{1+|w-v|}\right) .
$$

Eventually, we use

$$
|w+v|=w+v \geq w \geq \frac{r}{2}, \quad \text { and } \quad|w-v|=w-v \geq \frac{r}{2}(1-u) .
$$

The proof for the other derivatives is similar.

We end this section with
Proposition 20. Assume $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and that $\zeta \neq 0$ satisfies (12)-(14).
We have, as $\Lambda \rightarrow \infty$,

$$
B_{\Lambda}^{\zeta}(0)=\frac{2}{3 \pi} \log \Lambda+O(1)
$$

Proof. Taking $z=\sqrt{1-t^{2}}$, we obtain

$$
B_{\Lambda}^{\zeta}(0)=\frac{1}{\pi} \int_{0}^{1} \frac{z^{2}-z^{4} / 3}{\left(1-z^{2}\right)\left(1+\zeta\left(\frac{z^{2}}{\Lambda^{2}\left(1-z^{2}\right)}\right)\right)} d z
$$

As $\zeta \geq 0$, we have

$$
\frac{1}{\pi} \int_{0}^{\frac{\Lambda}{E(\Lambda)}} \frac{z^{2}-z^{4} / 3}{\left(1-z^{2}\right)\left(1+\zeta\left(\frac{z^{2}}{\Lambda^{2}\left(1-z^{2}\right)}\right)\right)} d z \leq \frac{1}{\pi} \int_{0}^{\frac{\Lambda}{E(\Lambda)}} \frac{z^{2}-z^{4} / 3}{1-z^{2}} d z=B_{\Lambda}^{0}(0)
$$

To get a lower bound, we use that $\zeta$ is smooth, and write that $\zeta(x) \leq c x$ for any $0 \leq x \leq 1$ and some $c>0$. We obtain

$$
\begin{gathered}
\frac{1}{\pi} \int_{0}^{\frac{\Lambda}{E(\Lambda)}} \frac{z^{2}-z^{4} / 3}{\left(1-z^{2}\right)\left(1+\zeta\left(\frac{z^{2}}{\Lambda^{2}\left(1-z^{2}\right)}\right)\right)} d z \geq \frac{1}{\pi} \int_{0}^{\frac{\Lambda}{E(\Lambda)}} \frac{z^{2}-z^{4} / 3}{\left(1-z^{2}\right)\left(1+c \frac{z^{2}}{\Lambda^{2}\left(1-z^{2}\right)}\right)} d z \\
\geq \frac{1}{\pi \sqrt{1-c / \Lambda^{2}}} \int_{0}^{\frac{\Lambda \sqrt{1-c / \Lambda^{2}}}{E(\Lambda)}} \frac{z^{2}-z^{4} / 3}{1-z^{2}} d z=B_{\Lambda}^{0}(\Lambda)-\frac{\log (1+c)}{3 \pi}+o(1)
\end{gathered}
$$

as $\zeta(x) \leq c x$ for any $0 \leq x \leq 1$ and some $c>0$. Finally, by (13),

$$
\left|\int_{\frac{\Lambda}{E(\Lambda)}}^{1} \frac{\left(z^{2}-z^{4} / 3\right) d z}{\left(1-z^{2}\right)\left(1+\zeta\left(\frac{z^{2}}{\Lambda^{2}\left(1-z^{2}\right)}\right)\right)}\right| \leq C E(\Lambda)^{\epsilon} \int_{\frac{\Lambda}{E(\Lambda)}}^{1} \frac{d z}{\left(1-z^{2}\right)^{1-\epsilon / 2}}=O(1)
$$

This yields the result.

## A. 3 Study of $b_{\Lambda}^{\zeta}$ for $\zeta(t)=t$

We finally turn to the special cut-off $\zeta(t)=t$ which was used in the study of the ionization in Theorem 2. Formula (94) yields in this case

$$
\begin{equation*}
B_{\Lambda}^{\zeta}(k)=\pi^{-1} \int_{0}^{1} \frac{d t}{t\left(1+|k|^{2} t^{2} / 4\right)} \int_{0}^{\sqrt{1-t^{2}}} \frac{1-u^{2}}{1+\frac{1}{\Lambda^{2}}\left(\frac{|k|^{2}}{4}-1+\frac{1}{t^{2}}\right)+\frac{3|k|^{2}}{4 \Lambda^{2}} u^{2}} d u \tag{101}
\end{equation*}
$$

Notice that $B_{\Lambda}^{\zeta}$ is nonnegative, when $\Lambda>1 / \sqrt{2}$, and

$$
\begin{aligned}
B_{\Lambda}^{\zeta}(0) & =\pi^{-1} \int_{0}^{1} \frac{z d z}{1-z^{2}} \int_{0}^{z} \frac{1-u^{2}}{1+\frac{z^{2}}{\Lambda^{2}\left(1-z^{2}\right)}} d u=\pi^{-1} \int_{0}^{1} \frac{z^{2}\left(1-z^{2} / 3\right) d z}{1-\frac{\Lambda^{2}-1}{\Lambda^{2}} z^{2}} \\
& =\frac{\Lambda^{2}\left(3 \Lambda\left(2 \Lambda^{2}-3\right) \operatorname{arctanh}\left(\frac{\sqrt{\Lambda^{2}-1}}{\Lambda}\right)+\left(8-5 \Lambda^{2}\right) \sqrt{\Lambda^{2}-1}\right)}{9 \sqrt{\Lambda^{2}-1}\left(\Lambda^{4}-2 \Lambda^{2}+1\right)} \\
& =\frac{2}{3 \pi} \log \Lambda-\frac{5}{9 \pi}+\frac{2}{3 \pi} \log 2+O\left(\Lambda^{-2} \log \Lambda\right) .
\end{aligned}
$$

Hence $B_{\Lambda}^{\zeta}(0)=B_{\Lambda}^{0}(0)+O\left(\Lambda^{-2} \log \Lambda\right)$. Moreover, it can be seen that $B_{\Lambda}^{\zeta}(0) \leq$ $2 /(3 \pi) \log \Lambda$ when $\Lambda \geq 4$. The main result of this section is
Proposition 21. Assume $\mathfrak{H}=L^{2}\left(\mathbb{R}^{3}, \mathbb{C}^{4}\right)$ and $\zeta(t)=t^{2}$. Let be $\alpha>0$ and $\Lambda>1$ such that $\alpha B_{\Lambda}^{\zeta}(0)<1$. The function $b_{\Lambda}^{\zeta}$ satisfies

$$
\begin{equation*}
\left\|b_{\Lambda}^{\zeta}\right\|_{L^{1}\left(\mathbb{R}^{3}\right)} \leq \frac{\alpha B_{\Lambda}^{\zeta}(0)}{1-\alpha B_{\Lambda}^{\zeta}(0)} \tag{102}
\end{equation*}
$$

Proof. It follows from (101) that

$$
B_{\Lambda}^{\zeta}(k)=\int_{0}^{1} \frac{8 \Lambda^{2} d t}{\pi t^{3}} \int_{0}^{\sqrt{1-t^{2}}} \frac{\left(1-u^{2}\right) d u}{1+3 u^{2}} \frac{1}{\mu_{1}(t)^{2}+|k|^{2}} \times \frac{1}{\mu_{2}(t, u)^{2}+|k|^{2}}
$$

where $\mu_{1}(t)=2 / t$, and $\mu_{2}(t, u)=2 \Lambda\left(1-1 / \Lambda^{2}+1 / t^{2}\right)^{1 / 2}\left(1+3 u^{2}\right)^{-1 / 2}$. The Fourier inverse of $\left(\mu^{2}+|k|^{2}\right)^{-1}$ is the Yukawa potential $e^{-\mu|x|} /(4 \pi|x|) \geq 0$. Therefore, the Fourier inverse $f_{\Lambda}=\mathcal{F}^{-1}\left(B_{\Lambda}^{\zeta}\right)$ is nonnegative, so that

$$
\begin{equation*}
\int f_{\Lambda}(x) d x=\int\left|f_{\Lambda}(x)\right| d x=(2 \pi)^{-3 / 2} B_{\Lambda}^{\zeta}(0) \tag{103}
\end{equation*}
$$

In particular, the operator $T: g \in L^{1}\left(\mathbb{R}^{3}\right) \mapsto \mathcal{F}^{-1}\left(\alpha B_{\Lambda}^{\zeta} \widehat{g}\right)$ is bounded by $\|T\| \leq$ $\alpha B_{\Lambda}^{\zeta}(0)$. Hence, $1+T$ is invertible when $\alpha B_{\Lambda}^{\zeta}(0)<1$, and

$$
\left\|(1+T)^{-1}\right\| \leq \frac{1}{1-\alpha B_{\Lambda}^{\zeta}(0)}
$$

Proposition 21 follows using that $b_{\Lambda}^{\zeta}=T(1+T)^{-1}$.
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[^0]:    ${ }^{1}$ A similar remark was made in [21] in the context of non-relativistic QED.

[^1]:    ${ }^{2}$ Notice a model similar to the reduced-BDF theory was recently studied for non-relativistic crystals in the presence of defects [4], in which case a cut-off is not necessary because of the presence of the Laplacian instead of $D^{0}$.

