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Abstract

For each integer n ≥ 2 and a parameter Λ = (θ, η) with θ and η being n × n
real anti-symmetric matrices, a quantum phase space (QPS) (or a non-commutative
phase space) with n degrees of freedom, denoted QPSn(Λ), is defined, where θ and
η are parameters measuring non-commutativity of the QPS. Hilbert space represen-
tations of QPSn(Λ) are considered. A concept of quasi-Schrödinger representation
of QPSn(Λ) is introduced. It is shown that there exists a general correspondence
between representations of QPSn(Λ) and those of the canonical commutation rela-
tions with n degrees of freedom. Irreducibility of representations of QPSn(Λ) are
investigated. A concept of Weyl representation of QPSn(Λ) is defined. It is proved
that every Weyl representation of QPSn(Λ) on a separable Hilbert space is unitarily
equivalent to a direct sum of a quasi-Schrödinger representation of the QPSn(Λ) (a
uniqueness theorem). Finally representations of QPSn(Λ) which are not unitarily
equivalent to any direct sum of a quasi-Schrödinger representation are described.
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1 Introduction

In recent years, there have been increasing interests in studying physical aspects of quan-

tum theory on non-commutative space-times (e.g., [3, 5, 11]), non-commutative spaces

(e.g., [7, 8]) and non-commutative phase spaces (e.g., [9, 10, 15, 19]). Each of these non-

commutative objects are defined by a non-commutative algebra. It seems, however, that

mathematically rigorous analyses of the non-commutative algebras from representation

1



theoretic points of view have not yet fully developed. In this paper we consider Hilbert

space representations of a non-commutative phase space with general finite degrees of

freedom.

We denote by N = {1, 2, · · ·} the set of natural numbers. Let n ∈ N with n ≥ 2.

To define a non-commutative phase space with n degrees of freedom, we take two n × n

real anti-symmetric matrices θ = (θjk)j,k=1,···,n and η = (ηjk)j,k=1,···,n. Then we introduce

an algebra generated by 2n elements Q̂j, P̂j(j = 1, · · · , n) and a unit element I obeying

deformed canonical commutation relations (CCR’s) with n degrees of freedom

[Q̂j, Q̂k] = iθjkI, (1.1)

[P̂j, P̂k] = iηjkI, (1.2)

[Q̂j, P̂k] = iδjkI, j, k = 1, · · · , n, (1.3)

where [A,B] := AB−BA, i is the imaginary unit, and δjk is the Kronecker delta. We call

this algebra the quantum phase space (QPS) or the non-commutative phase space with n

degrees of freedom and parameter

Λ := (η, θ). (1.4)

We denote it by QPSn(Λ).

It is obvious that Q̂j and Q̂k (resp. P̂j and P̂k) with j 6= k do not commute if and only

if θjk 6= 0 (resp. ηjk 6= 0). Hence the parameter Λ “measures” the non-commutativity

of Q̂j’s and P̂j’s respectively. Moreover QPSn(Λ) in the case θ = η = 0 reduces to the

algebra of the CCR’s with n degrees of freedom. Hence QPSn(Λ) can be regarded as a

deformation of the algebra of the CCR’s with n degrees of freedom.

As a piece of work closely related to the present one, we mention only [19], where the

following case is considered in a heuristic manner: n = 2,

θ =
a

1 +
ab

4

ε, η =
b

1 +
ab

4

ε

(a > 0 and b > 0 are constants) with

ε :=

(
0 1
−1 0

)
. (1.5)

Our QPS is a generalization of this QPS.

Let H be a complex Hilbert space with inner product 〈 · , · 〉 (linear in the second

variable) and norm ‖ · ‖. For a linear operator A, we denote its domain by D(A). Let

D 6= {0} be a subspace of H (not necessarily dense in H) and Q̂j, P̂j be symmetric

operators on H.
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Definition 1.1 We say that the triple
(
H, D, {Q̂j, P̂j}n

j=1

)
is a representation (on H)

of the algebra QPSn(Λ) if D ⊂ ∩n
j,k=1D(Q̂jQ̂k) ∩ D(P̂jP̂k) ∩ D(Q̂jP̂k) ∩ D(P̂jQ̂k) and it

satisfy (1.1)–(1.3) on D with I being the identity on H (we sometimes omit the identity

I below).

If all Q̂j and P̂j (j = 1, · · · , n) are self-adjoint, we say that the representation
(
H,D,

{Q̂j, P̂j}n
j=1

)
is self-adjoint.

In every representation
(
H,D, {Q̂j, P̂j}n

j=1

)
of QPSn(Λ), we have commutation rela-

tions (1.1)–(1.3) on D. Hence the following Heisenberg uncertainty relations follow: for

all ψ ∈ D with ‖ψ‖ = 1 and j, k = 1, · · · , n,

(∆Q̂j)ψ(∆Q̂k)ψ ≥ 1

2
|θjk|, (1.6)

(∆P̂j)ψ(∆P̂k)ψ ≥ 1

2
|ηjk|, (1.7)

(∆Q̂j)ψ(∆P̂k)ψ ≥ 1

2
|δjk|, (1.8)

where, for a symmetric operator A and a vector ψ ∈ D(A) with ‖ψ‖ = 1,

(∆A)ψ := ‖A − 〈ψ,Aψ〉 ‖,

the uncertainty of A in the vector state ψ.

The outline of the present paper is as follows. In Section 2, we introduce a concept of

normality of the parameter Λ. Using the Schrödinger representation of the CCR’s with n

degrees of freedom, we show that there exists a general class of self-adjoint representations

of QPSn(Λ) with Λ normal. We call each of them a quasi-Schrödinger representation

of QPSn(Λ). As a special case, we introduce a concept of Schrödinger representation

of QPSn(Λ). We also define regularity of Λ and show that, if Λ is regular, then the

Schrödinger representation of the CCR’s with n degrees of freedom can be recovered from

a quasi-Schrödinger representation of QPSn(Λ).

In Section 3, we show that there exists a general correspondence between representa-

tions of QPSn(Λ) and those of the CCR’s with n degrees of freedom.

Section 4 is concerned with irreducibility of representations of QPSn(Λ). We formulate

a sufficient condition for a representation of QPSn(Λ) to be irreducible. As a corollary,

we show that every quasi-Schrödinger representation of QPSn(Λ) is irreducible.

In Section 5 we define a concept of Weyl representation of QPSn(Λ) and prove that each

Weyl representation of the CCR’s with n degrees freedom produces a Weyl representation

of QPSn(Λ).
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In Section 6 we show that every Weyl representation of QPSn(Λ) on a separable Hilbert

space with Λ regular is unitarily equivalent to a direct sum of a quasi-Schrödinger repre-

sentation of QPSn(Λ). This is a QPS version of the celebrated von Neumann uniqueness

theorem on Weyl representations of the CCR’s with n degrees of freedom [18].

In the last section, we consider representations of QPSn(Λ) which are not unitarily

equivalent to any direct sum of a quasi-Schrödinger representation of QPSn(Λ). Concrete

examples of such representations of QPSn(Λ) are given.

In Appendix, we prove some general facts on self-adjoint operators by which generated

strongly continuous one-parameter unitary groups obey Weyl type relations. They may

have independent interests.

It would be interesting to develop operator theoretical or spectral analyses for opera-

tors constructed from representations of QPSn(Λ). But, in the present paper, we do not

investigate these aspects.

2 A Class of Self-Adjoint Representations of QPSn(Λ)

on L2(Rn)

In this section, we show that there exist self-adjoint representations of QPSn(Λ) on L2(Rn),

the Hilbert space consisting of equivalence classes of square integrable Borel measurable

functions on Rn = {x = (x1, · · · , xn)|xj ∈ R, j = 1, · · · , n} (R is the set of real numbers).

This is done by using the Schrödinger representation of the CCR’s with n degrees of

freedom.

We denote by C∞
0 (Rn) the set of infinitely differentiable functions on Rn with compact

support.

Let
(
L2(Rn), C∞

0 (Rn), {qj, pj}n
j=1

)
be the Schrödinger representation of the CCR’s with

n degrees of freedom, namely, qj is the multiplication operator by the jth variable xj on

L2(Rn) and pj := −iDj with Dj being the generalized partial differential operator in xj

on L2(Rn), so that

[qj, pk] = iδjk, (2.1)

[qj, qk] = 0, [pj, pk] = 0, j, k = 1, · · · , n, (2.2)

on the subspace C∞
0 (Rn).

For linear operators L1, · · · , LM on a Hilbert space (M ∈ N), the domain of the sum∑M
m=1 Lm is defined by

D

(
M∑

m=1

Lm

)
:= ∩M

m=1D(Lm),

as usual, unless otherwise stated.
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Lemma 2.1 For all aj, bj ∈ R, j = 1, · · · , n,
∑n

j=1(ajpj + bjqj) is essentially self-adjoint

on C∞
0 (Rn).

Proof. This fact may be well known. But, for completeness, we give a proof. Let

X :=
∑n

j=1(ajpj + bjqj). Then C∞
0 (Rn) ⊂ D(X) and X is a symmetric operator. As is

well known, the operator N :=
∑n

j=1(p
2
j + q2

j ) + 1 is self-adjoint with N ≥ 1 and C∞
0 (Rn)

is a core of N . It is easy to see that there exist constants c, d > 0 such that

‖Xf‖ ≤ c‖Nf‖,

| 〈Xf,Nf〉 − 〈Nf,Xf〉 | ≤ d‖N1/2f‖2, f ∈ C∞
0 (Rn).

Thus, by the Nelson commutator theorem (s.g., [14, Theorem X.37]), X is essentially

self-adjoint on C∞
0 (Rn). ¤

For an n-tuple L = (L1, · · · , Ln) of linear operators Lj, j = 1, · · · , n, on a Hilbert space

and an n × n matrix A = (Ajk)j,k=1,···,n, we define the n-tuple AL = ((AL)1, · · · , (AL)n)

of linear operators by

(AL)j :=
n∑

k=1

AjkLk. (2.3)

We say that the parameter Λ = (θ, η) is normal if there exist n × n real matrices

A,B,C and D satisfying

A tD − B tC = In, (2.4)

A tB − B tA = θ, (2.5)

C tD − D tC = η, (2.6)

where In is the n × n unit matrix and tA denotes the transposed matrix of A.

For a normal parameter Λ with (2.4)–(2.6), we can define a (2n) × (2n) matrix:

G :=

(
A B
C D

)
. (2.7)

Let

K(Λ) :=

(
θ In

−In η

)
, Jn :=

(
0 In

−In 0

)
. (2.8)

Then we have

GJn
tG = K(Λ). (2.9)

Conversely, if a (2n)× (2n) real matrix G of the form (2.7) satisfies (2.9), then A,B,C

and D obey relations (2.4)–(2.6).

Thus Λ is normal if and only if there exists a (2n) × (2n) real matrix G satisfying

(2.9). In that case, we call G a generating matrix of Λ.
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We remark that, for a normal parameter Λ, its generating matrices are not unique. For

example, if G is a generating matrix of Λ, then, for all orthogonal matrix M commuting

with K(Λ), MG is a generating matrix of Λ too.

Suppose that Λ is normal with (2.4)–(2.6). We set

q = (q1, · · · , qn), p = (p1, · · · , pn) (2.10)

and define

q̂ := Aq + Bp, p̂ := Cq + Dp. (2.11)

Then, by Lemma 2.1, the operators q̂j and p̂j (j = 1, · · · , n) are essentially self-adjoint on

C∞
0 (Rn). Hence their closures ¯̂qj and ¯̂pj are self-adjoint1. Moreover, we have the following

result:

Theorem 2.2 The set
(
L2(Rn), C∞

0 (Rn), {q̂j, p̂j}j=1,···,n
)

is a self-adjoint representation

of QPSn(Λ).

Proof. It is easy to see that q̂j and p̂j leave C∞
0 (Rn) invariant. Then, by direct

computations using (2.1) and (2.2), we have

[q̂j, q̂k] = i

n∑
`=1

(Aj`Bk` − Bj`Ak`) = i(AtB − BtA)jk

on C∞
0 (Rn). By (2.5), the right hand side is equal to iθjk on C∞

0 (Rn). Similarly one can

prove the other cases. ¤

We call the representation
(
L2(Rn), C∞

0 (Rn), {q̂j, p̂j}j=1,···,n
)
the quasi-Schrödinger rep-

resentation of QPSn(Λ) with generating matrix G of the form (2.7).

Remark 2.3 One can write 

q̂1
...
q̂n

p̂1
...

p̂n


= G



q1
...
qn

p1
...

pn


(2.12)

on ∩n
j=1D(qj) ∩ D(pj). Equation (2.9) is rewritten as follows:

GJn
tG = Jn + δ(Λ) (2.13)

with

δ(Λ) :=

(
θ 0
0 η

)
. (2.14)

1For a closable linear operator T , we denote its closure by T̄ .
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Hence tG is symplectic if and only if δ(Λ) = 0 (i.e., θ = η = 0). Therefore the matrix

δ(Λ) represents a difference from the symplectic relation. Note that the diagonal element

θ (resp. η) of δ(Λ) gives the non-commutativity of q̂j’s (resp. p̂k’s) (j, k = 1, · · · , n).

2.1 The Schrödinger representation of QPS

It may be interesting to consider a special case of Λ. Let a ≥ 0, b ≥ 0 be constants and

ξ :=
1√

1 +
ab

4

. (2.15)

Let γ be an n × n real anti-symmetric matrix satisfying

γ2 = −In. (2.16)

Then the parameter

ΛS := (ξ2aγ, ξ2bγ) (the case θ = ξ2aγ, η = ξ2bγ) (2.17)

is normal, since the matirix

GS :=

(
ξIn −1

2
ξaγ

1
2
ξbγ ξIn,

)
(2.18)

is a generating matrix of ΛS, as is easily checked. We denote ¯̂qj and ¯̂pj in the present case

by q̂
(S)
j and p̂

(S)
j respectively:

q̂
(S)
j := ξ

(
qj −

1

2
a(γp)j

)
, p̂

(S)
j := ξ

(
pj +

1

2
b(γq)j

)
, j = 1, · · · , n. (2.19)

As is seen, this representation is simple. We call this self-adjoint representation
(
L2(Rn),

C∞
0 (Rn), {q̂(S)

j , p̂
(S)
j }j=1,···,n

)
of QPSn(ΛS) the Schrödinger representation of QPSn(ΛS).

Example 2.4 Consider the case n = 2 and let ε be the 2 × 2 matrix defined by (1.5).

Define operators q̂j and p̂j (j = 1, 2) on L2(R2) as follows:

q̂j := qj (j = 1, 2), p̂1 := p1 +
B

2
q2, p̂2 := p2 −

B

2
q1,

where B ∈ R \ {0} is a constant. Then we have

[q̂j, q̂k] = 0, [p̂j, p̂k] = iBεjk, [q̂j, p̂k] = iδjk, j, k = 1, 2,

on C∞
0 (R2). Hence the set {q̂j, p̂j}2

j=1 in the present example is the Schrödinger repre-

sentation of QPS2(0, Bε) (the case Λ = (0, Bε)). As is well known, this representation

appears in the two dimensional quantum system with a constant magnetic field B.
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2.2 Reconstruction of the Schrödinger representation of the
CCR’s with n degrees of freedom

In this subsection, we consider reconstruction of qj and pj in terms of q̂j and p̂j. By

(2.12), this problem may be reduced by the invertibility of the matrix G. From this point

of view, we introduce a class of parameters Λ.

We say that Λ is regular if it is normal and has an invertible generating matrix. It

follows from (2.9) that, if Λ is regular, then every generating matrix of Λ is invertible.

The next lemma characterizes the regularity of Λ:

Lemma 2.5 Let Λ be normal with a generating matrix G given by (2.7). Then Λ is

regular if and only if In + θη and In + ηθ are invertible. In that case, G is invertible and

t(G−1)JnG−1 = −
(

(In + ηθ)−1η −(In + ηθ)−1

(In + θη)−1 (In + θη)−1θ

)
. (2.20)

Proof. Throughout the proof, we set K = K(Λ).

Suppose that Λ is regular. Then (2.9) implies that K is invertible. Let

M1 :=

(
η −In

In 0

)
, M2 :=

(
0 −In

In θ

)
.

Then M1 and M2 are invertible. Hence KM1 and KM2 are invertible. On the other hand,

by direct computations, we have

KM1 =

(
In + θη −θ

0 In

)
, KM2 =

(
In 0
η In + ηθ

)
.

For a square matrix M , we denote by det M the determinant of M . Then we have

0 6= det(KM1) = det(In + θη), 0 6= det(KM2) = det(In + ηθ), Thus In + θη and In + ηθ

are invertible.

Conversely, suppose that In + θη and In + ηθ are invertible. By direct computations,

we have

K

(
η −In

In θ

)
=

(
In + θη 0

0 In + ηθ

)
.

Hence

det K det

(
η −In

In θ

)
= det(In + θη) det(In + ηθ) 6= 0,

Therefore det K 6= 0, implying that K is invertible. Then, by (2.9), det G 6= 0. Hence G

is invertible. Hence Λ is regular. Using (2.9) and J−1
n = −Jn, we have

(tG)−1JnG−1 = −K−1.
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It is easy to see that

K−1 =

(
(In + ηθ)−1η −(In + ηθ)−1

(In + θη)−1 (In + θη)−1θ

)
.

Thus (2.20) holds. ¤

Let Λ be regular with a generating matrix G. Then we can write

G−1 =

(
F1 F2

F3 F4

)
, (2.21)

where F1, F2, F3 and F4 are n × n real matrices.

Let

q̂ := (q̂1, · · · , q̂n), p̂ := (p̂1, · · · , p̂n). (2.22)

Theorem 2.6 The following equations hold:

q = F1q̂ + F2p̂, p = F3q̂ + F4p̂. (2.23)

on ∩n
j=1D(qj) ∩ D(pj).

Proof. By (2.12), we have (
q
p

)
=

(
F1 F2

F3 F4

)(
q̂
p̂

)
on ∩n

j=1D(qj) ∩ D(pj). Hence (2.23) on ∩n
j=1D(qj) ∩ D(pj) follows. ¤

Theorem 2.6 also implies relations of matrix elements of G−1:

Corollary 2.7

F1θ
tF1 + F2η

tF2 + F1
tF2 − F2

tF1 = 0, (2.24)

F3θ
tF3 + F4η

tF4 + F3
tF4 − F4

tF3 = 0, (2.25)

F1θ
tF3 + F2η

tF4 + F1
tF4 − F2

tF3 = In. (2.26)

Proof. Using (2.23), one needs only to compute [qj, qk] = 0 (resp. [pj, pk] = 0, [qj, pk] =

i) on C∞
0 (Rn). Then one obtains (2.24) (resp. (2.25), (2.26)). ¤

We now apply Theorem 2.6 to the Schrödinger representation {q̂(S)
j , p̂

(S)
j }n

j=1 of QPSn(ΛS):

Corollary 2.8 Let a, b, ξ and γ be as in Subsection 2.1. Suppose that

χ := 1 − 1

4
ab 6= 0. (2.27)
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Then

qj =
1

ξχ

(
q̂
(S)
j +

1

2
a(γp̂(S))j

)
, (2.28)

pj =
1

ξχ

(
p̂

(S)
j − 1

2
b(γq̂(S))j

)
, j = 1, · · · , n, (2.29)

on C∞
0 (Rn).

Proof. In the present case, we have

In + θη = In + ηθ = (1 − ξ4ab)In = ξ4χ2 6= 0.

Hence In + θη and In + ηθ are invertible. By (2.18), we have

G−1
S =

1

ξχ

(
In

1
2
aγ

−1
2
bγ In

)
.

Thus (2.28) and (2.29) follow. ¤

3 General Correspondence Between a Representa-

tion of QPSn(Λ) and a Representation of the CCR’s

with n Degrees of Freedom

3.1 Construction of a representation of QPSn(Λ) from a repre-
sentation of the CCR’s with n degrees of freedom

The contents in Section 2 suggest a general method to construct a representation of

QPSn(Λ) from a representation of the CCR’s with n degrees of freedom.

Let
(
H, D, {Qj, Pj}n

j=1

)
be a representation of the CCR’s with n degrees of freedom,

namely, H is a Hilbert space, D is a dense subspace of H and Qj and Pj (j = 1, · · · , n) are

symmetric operators on H such that D ⊂ ∩n
j,k=1D(QjQk)∩D(PjPk)∩D(QjPk)∩D(PkQj)

and {Qj, Pj}n
j=1 obeys the CCR’s with n degrees of freedom on D: for j, k = 1, · · · , n,

[Qj, Qk] = 0, [Pj, Pk] = 0, [Qj, Pk] = iδjk (3.1)

on D. Let

Q = (Q1, · · · , Qn), P = (P1, · · · , Pn).

Let Λ be normal and A,B,C,D be n × n real matrices obeying (2.4)–(2.6). By an

analogy with (2.11), we define the n-tuples

Q̂ := (Q̂1, · · · , Q̂n), (3.2)
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and

P̂ := (P̂1, · · · , P̂n), (3.3)

by

Q̂ := AQ + BP, P̂ := CQ + DP. (3.4)

Theorem 3.1 The set
(
H, D, {Q̂j, P̂j}n

j=1

)
defined by (3.4) is a representation of QPSn(Λ).

Proof. The symmetry of Q̂j and P̂j follows from the density of D and the symmetry

of Qj and Pj (j = 1, · · · , n). Commutation relations (1.1)–(1.3) can be proved by direct

computations. ¤

We remark that the representation
(
H, D, {Q̂j, P̂j}n

j=1

)
of QPSn(Λ) is not necessarily

self-adjoint even in the case where all Qj and Pj (j = 1, · · · , n) are self-adjoint.

As in the case of quasi-Schrödinger representations of QPSn(Λ) discussed in Section

2, we have the following fact:

Theorem 3.2 Let Λ be regular with generating matrix G given by (2.7) and F1, F2, F3

and F4 be as in (2.21). Then

Q = F1Q̂ + F2P̂, (3.5)

P = F3Q̂ + F4P̂. (3.6)

on D.

3.2 Construction of a representation of the CCR’s with n de-
grees of dreedom from a representation of QPSn(Λ)

We next consider constructing a representation of the CCR’s with n degrees of freedom

from a representation of QPSn(Λ). A method for that is suggested by Theorem 3.2.

Let
(
H,D, {Q̂j, P̂j}n

j=1

)
be a representation of QPSn(Λ) on a Hilbert space H with

D dense in H. Throughout this subsection, we assume the following:

(A) The parameter Λ is regular with generating matrix G given by (2.7).

Let F1, F2, F3 and F4 be as in (2.21). Then we can define Q(Λ) = (Q1(Λ), · · · , Qn(Λ))

and P(Λ) = (P1(Λ), · · · , Pn(Λ)) by

Q(Λ) := F1Q̂ + F2P̂, (3.7)

P(Λ) := F3Q̂ + F4P̂. (3.8)
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Theorem 3.3 Assume (A). Then
(
H, D, {Qj(Λ), Pj(Λ)}n

j=1

)
is a representation of the

CCR’s with n degrees of freedom.

Proof. The symmetry of Qj(Λ) and Pj(Λ) is obvious. By direct computations using

(1.1)–(1.3) and (2.24)–(2.26), one can show that Qj(Λ)’s and Pk(Λ)’s satisfy the CCR’s

with n degrees of freedom. ¤

The next theorem shows that every representation of QPSn(Λ) with condition (A)

comes from a representation of the CCR’s with n degrees of freedom:

Theorem 3.4 Assume (A). Let Q(Λ) and P(Λ) be defined by (3.7) and (3.8) respectively.

Then

Q̂ = AQ(Λ) + BP(Λ), P̂ = CQ(Λ) + DP(Λ) (3.9)

on D.

Proof. Direct computations. ¤

4 Irreducibility

For a Hilbert space H, we denote by B(H) the set of all bounded linear operators B on

H with D(B) = H. Let A be a linear operator on H. We say that A strongly commutes

with B ∈ B(H) if BA ⊂ AB (i.e., for all ψ ∈ D(A), Bψ ∈ D(A) and BAψ = ABψ). For

a set A of linear operators on H, we define

A′ := {B ∈ B(H)|BA ⊂ AB,∀A ∈ A}. (4.1)

We call A′ the strong commutant of A.

We say that A is irreducible if A′ = {cI|c ∈ C} (C is the set of complex numbers).

Lemma 4.1 Let S be a self-adjoint operator on a Hilbert space H and B ∈ B(H) such

that BS ⊂ SB. Then, for all t ∈ R, BeitS = eitSB.

Proof. Let C∞(S) := ∩∞
n=1D(Sn). Then, for all ψ ∈ C∞(S) and all n ∈ N, Bψ is in

D(Sn) and BSnψ = SnBψ. Let ES(·) be the spectral measure of S and

D0 := ∪a≥0Ran (ES([−a, a])),

where, for a linear operator A, Ran (A) denotes the range of A. Then it is easy to see

that D0 is a dense subspace of H satisfying D0 ⊂ C∞(S). For all φ, ψ ∈ D0, t ∈ R and

N ∈ N, we have 〈
B∗φ,

N∑
n=0

(itS)n

n!
ψ

〉
=

〈
N∑

n=0

(−itS)n

n!
φ,Bψ

〉
.
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Employing spectral representations on S and the Lebesgue dominated convergence theo-

rem to take the limit N → ∞, we obtain
〈
B∗φ, eitSψ

〉
=

〈
e−itSφ,Bψ

〉
, which implies that

BeitSψ = eitSBψ. Since D0 is dense, the operator equality BeitS = eitSB follows. ¤

Theorem 4.2 Assume (A) in Subsection 3.2. Let
(
H, D, {Qj, Pj}n

j=1

)
be a representation

of the CCR’s with n degrees of freedom. Suppose that, for each j = 1, · · · , n, Qj and Pj

are essentially self-adjoint on D and {Q̄j, P̄j}n
j=1 is irreducible. Then the representation(

H,D, {Q̂j, P̂ j}n
j=1

)
of QPSn(Λ) given by (3.4) is irreducible.

Proof. Let B ∈ B(H) such that B
¯̂
Qj ⊂

¯̂
QjB, B

¯̂
P j ⊂ ¯̂

P jB, j = 1, · · · , n. Let

Rj :=
n∑

k=1

(
(F1)jk

¯̂
Qk + (F2)jk

¯̂
P k

)
.

Then, BRj ⊂ RjB. This implies that BR̄j ⊂ R̄jB. On the other hand, by Theorem 3.2,

we have Qj|D ⊂ Rj. By this fact and the essential self-adjointness of Qj on D, we have

Q̄j = R̄j. Therefore BQ̄j ⊂ Q̄jB. Similarly we can show that BP̄j ⊂ P̄jB. It follows

from the irreducibility of {Q̄j, P̄j}n
j=1 that B = cI with some c ∈ C. Thus the desired

result follows. ¤

We can apply Theorem 4.2 to the quasi-Schrödinger representation {¯̂qj,
¯̂pj}n

j=1 of

QPSn(Λ) discussed in Section 2.

Theorem 4.3 Assume (A). Then the representation (L2(Rn), C∞
0 (Rn), {¯̂qj,

¯̂pj}n
j=1) of

QPSn(Λ) is irreducible.

Proof. We need only to apply Theorem 4.2 to the case where H = L2(Rn), D =

C∞
0 (Rn), Qj = qj, Pj = pj, Q̂j = q̂j and P̂j = p̂j. It is well known that qj and pj are

essentially self-adjoint on C∞
0 (Rn) and {qj, pj}n

j=1 is irreducible. Hence, in the present

case, the assumption of Theorem 4.2 is satisfied. ¤

5 Weyl Representations of QPSn(Λ)

5.1 Definition and a basic fact

As is well known, a Weyl representation of the CCR’s with n degrees of freedom on

a Hilbert space H is defined to be a set {Qj, Pj}n
j=1 of 2n self-adjoint operators on H

obeying the Weyl relations:

eitQjeisPk = e−istδjkeisPkeitQj , (5.1)

eitQjeisQk = eisQkeitQj , (5.2)

eitPjeisPk = eisPkeitPj , j, k = 1, · · · , n, s, t ∈ R. (5.3)
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Based on an analogy with Weyl representations of CCR’s, we introduce a concept of

Weyl representation of QPSn(Λ).

Definition 5.1 Let {Q̂j, P̂j}n
j=1 be a set of self-adjoint operators on a Hilbert space H.

We say that {Q̂j, P̂j}n
j=1 is a Weyl representation of QPSn(Λ) if

eitQ̂jeisP̂k = e−istδjkeisP̂keitQ̂j , (5.4)

eitQ̂jeisQ̂k = e−istθjkeisQ̂keitQ̂j , (5.5)

eitP̂jeisP̂k = e−istηjkeisP̂keitP̂j , j, k = 1, · · · , n, s, t ∈ R. (5.6)

We call these relations the deformed Weyl relations with parameter Λ.

One can write relations (5.4)–(5.6) in simpler form. Let

Âj :=

{
Q̂j ; j = 1, · · · , n
P̂j−n ; j = n + 1, · · · , 2n

(5.7)

and

αjk :=


θjk ; j, k = 1, · · · , n
η(j−n)(k−n) ; j, k = n + 1, · · · , 2n
δj(k−n) ; j = 1, · · · , n; k = n + 1, · · · , 2n
−δk(j−n) ; j = n + 1, · · · , 2n; k = 1, · · · , n.

(5.8)

Then (5.4)–(5.6) are equivalent to the following relations:

eitÂjeisÂk = e−istαjkeisÂkeitÂj , j, k = 1, · · · , 2n. (5.9)

For a linear operator A on a Hilbert space, we denote its spectrum by σ(A).

Proposition 5.2 Let {Q̂j, P̂j}n
j=1 be a Weyl representation of QPSn(Λ). Then it is a

self-adjoint representation of QPSn(Λ). Moreover, for each j = 1, · · · , n, Q̂j and P̂j are

purely absolutely continuous with

σ(Q̂j) = R, σ(P̂j) = R, j = 1, · · · , n. (5.10)

Proof. By (5.9), we can apply the results described in Appendix of the present paper.

In the present context, we need only to take N = 2n, ajk = αjk and Aj = Âj. By

Proposition A.4-(iii) and Corollary A.5, there exists a dense subsapce D0 such that D0 ⊂
∩`j≥0,j=1,···,2nD(Â`1

1 Â`2
2 · · · Â`2n

2n ) and

[Âj, Âk] = iαjk (5.11)

on D0. This implies (1.1)–(1.3) on D0. Thus the first half of the proposition holds. The

second half follows from Proposition A.1. ¤
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Remark 5.3 The converse of Proposition 5.2 does not hold. As we shall show later,

there exists a self-adjoint representation of QPSn(Λ) which is not a Weyl one.

Proposition 5.4 The set {eitQ̂j , eitP̂j |t ∈ R, j = 1, · · · , n} is irreducible if and only if so

is {Q̂j, P̂j}n
j=1.

Proof. A simple application of Corollary A.8. ¤

5.2 A review of Weyl representations of CCR’s

We say that two self-adjoint operators A and B on a Hilbert space strongly commute if

their spectral measures commute. A set {S1, · · · , Sn} of self-adjoint operators on a Hilbert

space is said to be strongly commuting if, for all j, k = 1, · · · , n with j 6= k, Sj and Sk

strongly commute.

For an n-tuple L = (L1, · · · , Ln) of linear operators Lj (j = 1, · · · , n) on a Hilbert

sapce and a ∈ Rn, we define

a · L :=
n∑

j=1

ajLj.

Let {Qj, Pj}n
j=1 be a Weyl representation of the CCR’s with n degrees of freedom on

a Hilbert space H and define operators Tj as follows:

Tj :=

{
Qj ; j = 1, · · · , n
Pj−n ; j = n + 1, · · · , 2n (5.12)

and

∆jk :=


0 ; j, k = 1, · · · , n
0 ; j, k = n + 1, · · · , 2n
δj(k−n) ; j = 1, · · · , n; k = n + 1, · · · , 2n
−δk(j−n) ; j = n + 1, · · · , 2n; k = 1, · · · , n

(5.13)

Then (5.1)–(5.3) are equivalent to the following relations:

eitTjeisTk = e−ist∆jkeisTkeitTj , j, k = 1, · · · , 2n. (5.14)

Hence we can apply the facts proved in Appendix of the present paper to prove the

following lemma:

Lemma 5.5 For all a ∈ Rn and b ∈ Rn, the operator

φa,b := a · Q + b · P. (5.15)

is self-adjoint and

eiφa,b = eia·b/2eia·Qeib·P = ei〈a,b〉/2

(
n∏

j=1

eiajQj

)(
n∏

j=1

eibjPj

)
. (5.16)
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Proof. We need only to apply Theorem A.6 with N = 2n and Aj = Tj; for (5.16),

we use also the strong commutativity of {Qj}n
j=1 (resp. {Pj}n

j=1) which follows from(5.2)

(resp. (5.3))2. ¤

Lemma 5.6 For all a,b, c,d ∈ Rn,

eiφa,beiφc,d = e−i(a·d−b·c)eiφc,deiφa,b . (5.17)

Proof. One needs only to use (5.16) and (5.1)–(5.3). ¤

5.3 Construction of a Weyl representation of QPSn(Λ) from a
Weyl representation of the CCR’s with n degrees of freedom

Theorem 5.7 Let {Qj, Pj}n
j=1 be a Weyl representation of the CCR’s with n degrees of

freedom. Let Λ be normal with a generating matrix G of the form (2.7) and and let Q̂j

and P̂j be defined by (3.4). Then {Q̂j, P̂ j}n
j=1 is a Weyl representation of QPSn(Λ).

Proof. By Lemma 5.6, we have

eit
¯̂
Qjeis

¯̂
Qk = e−ist((AtB)jk−(BtA)jk)eis

¯̂
Qkeit

¯̂
Qj .

By (2.5), we have

(AtB)jk − (BtA)jk = θjk.

Hence (5.5) holds. Similarly one can prove (5.4) and (5.5). ¤

It is well known that the Schrödinger representation {qj, pj}n
j=1 of the CCR’s with n

degrees of freedom is an irreducible Weyl representation. Hence Theorem 5.7 immediately

leads us to the following fact:

Corollary 5.8 Let Λ be normal with a generating matrix G of the form (2.7). Then the

representation {¯̂qj,
¯̂pj}n

j=1 of QPSn(Λ) is an irreducible Weyl representation of QPSn(Λ).

6 Uniqueness Theorems on Weyl Representations of

QPSn(Λ)

In this section we prove that, for each regular parameter Λ, every Weyl representation

of QPSn(Λ) on a separable Hilbert space is unitarily equivalent to a direct sum of a

quasi-Schrödinger representation {¯̂qj,
¯̂pj}n

j=1 of QPSn(Λ).

2An application of a criterion for strong commutativity of self-adjoint operators (e.g., [13, Theorem
VIII.13]).
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Theorem 6.1 Assume (A). Let {Q̂j, P̂j}n
j=1 be a Weyl representation of QPSn(Λ) on a

separable Hilbert space H. Then there exist closed subspaces H` such that the following

(i)–(iii) hold:

(i) H = ⊕N
`=1H` (N is a positive integer or ∞).

(ii) For each j = 1, · · · , n, Q̂j and P̂j are reduced by each H`, ` = 1, · · · , N . We

denote by Q̂
(`)
j (resp. P̂

(`)
j ) the reduced part of Q̂j (resp. P̂j) to H`.

(iii) For each `, there exists a unitary operator U` : H` → L2(Rn) such that

U`Q̂
(`)
j U−1

` = ¯̂qj, U`P̂
(`)
j U−1

` = ¯̂pj, j = 1, · · · , n, (6.1)

where {¯̂qj,
¯̂pj}n

j=1 is the quasi-Schrödinger representation of QPSn(Λ) defined by

(2.11).

Proof. We define Qj(Λ) and Pj(Λ) by (3.7) and (3.8) respectively. For simplicity, we

put Qj := Qj(Λ) and Pj := Pj(Λ) throughout the proof. Note that Qj and Pj can be

written as follows:

Qj =
2n∑

k=1

cjkÂk, Pj =
2n∑

k=1

djkÂk, j = 1, · · · , n,

where Âj is defined by (5.7) and

cjk :=

{
(F1)jk ; k = 1, · · · , n
(F2)j(k−n) ; k = n + 1, · · · , 2n , (6.2)

djk :=

{
(F3)jk ; k = 1, · · · , n
(F4)j(k−n) ; k = n + 1, · · · , 2n (6.3)

Hence, by an application of Theorem A.6, Qj and Pj are essentially self-adjoint and

eitQ̄j = eit2
P2n

k<` αk`cjkcj`/2eitcj1Â1 · · · eitcj(2n)Â2n , (6.4)

eitP̄j = eit2
P2n

k<` αk`djkdj`/2eitdj1Â1 · · · eitdj(2n)Â2n , t ∈ R. (6.5)

Using (5.9), we have for all t, s ∈ R

eitQ̄jeisQ̄k = e−its
P2n

h,g=1 αhgcjhckgeisQ̄keitQ̄j .

But, by the anti-symmetry of αhg in h and g,
∑2n

h,g=1 αhgcjhckg = 0. Hence

eitQ̄jeisQ̄k = eisQ̄keitQ̄j .

Similarly we can show that

eitP̄jeisP̄k = eisP̄keitP̄j .
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As for eitQ̄jeisP̄k , we have

eitQ̄jeisP̄k = e−itsMjkeisP̄keitQ̄j ,

where

M := F1θ
tF3 + F1

tF4 − F2
tF3 + F2η

tF4.

By (2.26), M = In. Hence

eitQ̄jeisP̄k = e−itsδjkeisP̄keitQ̄j .

Thus eitQ̄j and eisP̄k (s, t ∈ R, j, k = 1, · · · , n) obey the Weyl relations with n degrees of

freedom. Namely {Q̄j, P̄j}n
j=1 is a Weyl representation of the CCR’s with n degrees of

freedom. Hence, by the von Neumann uniqueness theorem (e.g.,[13, Theorem VIII.14]),

there exist closed subspaces H` such that the following (i)–(iii) hold:

(i) H = ⊕N
`=1H` (N is a positive integer or ∞).

(ii) For each j = 1, · · · , n and all t ∈ R, eitQ̄j and eitP̄j leave each H` invariant

(` = 1, · · · , N).

(iii) For each `, there exists a unitary operator U` : H` → L2(Rn) such that

U`e
itQ̄jU−1

` = eitqj , U`e
itP̄jU−1

` = eitpj , t ∈ R, j = 1, · · · , n, (6.6)

By (3.9) and (5.16), we have

eitQ̂j = eit2
Pn

h=1 AjhBjh/2

(
n∏

h=1

eitAjhQ̄h

)(
n∏

h=1

eitBjhP̄h

)
, (6.7)

eitP̂j = eit2
Pn

h=1 CjhDjh/2

(
n∏

h=1

eitCjhQ̄h

)(
n∏

h=1

eitDjhP̄h

)
, t ∈ R. (6.8)

Hence eitQ̂j and eitP̂j leave H` invariant (` = 1, · · · , n). Therefore Q̂j and P̂j are reduced

by each H`. We denote the reduced part of Q̂j (resp. P̂j) to H` by Q̂
(`)
j (resp. P̂

(`)
j ).

Then, by (6.6)–(6.8), we have

U`e
itQ̂

(`)
j U−1

` = eit¯̂qj , U`e
itP̂

(`)
j U−1

` = eit¯̂pj .

Thus (6.1) follows. ¤

Theorem 6.1 tells us that, under the assumption there, every Weyl representation

{Q̂j, P̂j}n
j=1 of QPSn(Λ) is unitarily equivalent to a direct sum of the quasi-Schrödinger

representation {¯̂qj,
¯̂pj}n

j=1, because the operator

U := ⊕N
`=1U` : H → ⊕NL2(Rn),
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is unitary and

UQ̂jU
−1 = ⊕N ¯̂qj, UP̂jU

−1 = ⊕N ¯̂pj.

Theorem 6.1 and the irreducibility of the representation {¯̂qj, ¯̂pj}n
j=1 (Corollary 5.8)

immediately lead us to the following fact:

Corollary 6.2 Assume (A). Let {Q̂j, P̂j}n
j=1 be an irreducible Weyl representation of

QPSn(Λ) on a separable Hilbert space H. Then there exists a unitary operator W : H →
L2(Rn) such that

WQ̂jW
−1 = ¯̂qj, WP̂jW

−1 = ¯̂pj, j = 1, · · · , n.

Applying this corollary to the case where {Q̂j, P̂j}n
j=1 is a quasi-Schrödinger represen-

tation of QPSn(Λ), we obtain the following result:

Corollary 6.3 Let Λ be regular. Let G and G′ be two generating matrices of Λ: G is

given by (2.7) and

G′ =

(
A′ B′

C ′ D′

)
,

where A′, B′, C ′ and D′ are n × n real matrices. Let {¯̂q′j, ¯̂p
′
j}n

j=1 be the quasi-Schrödinegr

representation of QPSn(Λ) with generating matrix G′:

q̂′ := A′q + B′p, p̂′ = C ′q + D′p.

Then there exists a unitary operator V : L2(Rn) → L2(Rn) such that

V ¯̂q
′
jV

−1 = ¯̂qj, V ¯̂p
′
jV

−1 = ¯̂pj, j = 1, · · · , n. (6.9)

Corollary 6.3 shows that, for each regular parameter Λ, quasi-Schrödinger representa-

tions of QPSn(Λ) are unique up to unitary equivalences.

7 Non-Quasi-Schrödinger Representations of QPS

From representation theoretic points of view, it is interesting to investigate if there exists

a self-adjoint representation of QPSn(Λ) which is not unitarily equivalent to any direct

sum of a quasi-Schrödinger representation {q̂j, p̂j}n
j=1 of QPSn(Λ). In this section, we

show that there exist such representations of QPSn(Λ).

We say that a representation of QPSn(Λ) is non-quasi-Schrödinger (resp. non-Schrödinger)

if it is not unitarily equivalent to any direct sum of a quasi-Schrödinegr (resp. the

Schrödinegr) representation {q̂j, p̂j}n
j=1 (resp. {q̂(S)

j , p̂
(S)
j }n

j=1) of QPSn(Λ) (resp. QPSn(ΛS)).
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7.1 A general case

Let (H,D, {Qj, Pj}n
j=1) be a self-adjoint representation of the CCR’s with n degrees of

freedom on a Hilbert space H such that D is dense in H and a common core of Qj and

Pj (j = 1, · · · , n). Let Q̂j and P̂j be defined by (3.4) (j = 1, · · · , n).

Theorem 7.1 Assume (A). Suppose that {Qj, Pj}n
j=1 is not unitarily equivalent to any di-

rect sum of the Schrödinger representation {qj, pj}n
j=1. Then the representation {Q̂j, P̂ j}n

j=1

of QPSn(Λ) is non-quasi-Schrödinger.

Proof. We have (3.5) and (3.6) on D. Since D is a core of Qj and Pj by the present

assumption, we have

Qj =
n∑

k=1

(
(F1)jkQ̂k + (F2)jkP̂k

)
, (7.1)

Pj =
n∑

k=1

(
(F3)jkQ̂k + (F4)jkP̂k

)
. (7.2)

Now suppose that there exists a unitary operator U : H → ⊕NL2(Rn) (N ∈ N or N = ∞)

such that

U
¯̂
QjU

−1 = ⊕N q̂j, U
¯̂
P jU

−1 = ⊕N p̂j.

Then, by (7.1) and (7.2), we have

UQjU
−1 =

N⊕ n∑
k=1

((F1)jkq̂k + (F2)jkp̂k) = ⊕Nqj,

UPjU
−1 =

N⊕ n∑
k=1

((F3)jkq̂k + (F4)jkp̂k) = ⊕Npj.

But this contradicts the present assumption. ¤

7.2 Non-Schrödinger representations of QPS

Examples of non-Schrödinger representations of QPSn(ΛS) can be constructed from those

of CCR’s with n degrees of freedom. For simplicity, we consider the case n = 2 here and

we take ΛS as

ΛS = (ξ2aε, ξ2bε),

where ε is given by (1.5), a > 0, b > 0 and ξ is defined by (2.15). Let (H, D, {Qj, Pj}2
j=1)

be a self-adjoint representation of the CCR’s with two degrees of freedom on a Hilbert

space H with D dense in H. Suppose that D is a common core of Qj and Pj, j = 1, 2 such
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that Q1 (resp. Q2) strongly commutes with P2 (resp. P1). Then, by functional calculus

of strongly commuting self-adjoint operators (e.g., [16, Theorem 9.1.2]), the operators

Q̂1 := ξ

(
Q1 −

1

2
aP2

)
, Q̂2 := ξ

(
Q2 +

1

2
aP1

)
,

P̂1 := ξ

(
P1 +

1

2
bQ2

)
, P̂2 := ξ

(
P2 −

1

2
bQ1

)
.

are essentially self-adjoint. Hence { ¯̂
Qj,

¯̂
P j}j=1,2 is a self-adjoint representation of QPS2(ΛS).

Corollary 7.2 Suppose that one of the following conditions holds:

(i) (Q1, P1) is not a Weyl representation of the CCR with one degree of freedom.

(ii) (Q2, P2) is not a Weyl representation of the CCR with one degree of freedom.

(iii) The operators Q1 and Q2 are not strongly commuting.

(iv) The operators P1 and P2 are not strongly commuting.

Then { ¯̂
Qj,

¯̂
P j}2

j=1 is a non-Schrödinger representation of QPS2(ΛS).

Proof. In each case of (i)–(iv), {Qj, Pj}2
j=1 is not a Weyl representation of the CCR’S

with two degrees of freedom. Thus, by Theorem 7.1, the desired result follows. ¤

Example 7.3 We consider the case where H = L2(R2) and

Q1 := q1 + exp(−
√

2πp1), P1 := p1 + exp(−
√

2πq1),

Q2 := q2, P2 := p2.

For n ∈ {0} ∪ N, r > 0 and c ∈ C, we define a function fn,r,c on R by fn,r,c(x1) :=

xn
1e

−rx2
1+cx1 , x1 ∈ R. Let D be the linear span of {fn,r,c ⊗ g|n ∈ {0} ∪ N, r > 0, c ∈

C, g ∈ C∞
0 (R)}. Then Qj and Pj (j = 1, 2) are essentially self-adjoint on D and

(L2(R2),D, {Qj, Pj}2
j=1) is a self-adjoint representation of the CCR’s with two degrees

of freedom [6]. It is obvious that Q1 (resp. Q2) strongly commutes with P2 (resp. P1).

Fuglede [6] proved that {Q1, P1} is not a Weyl representation. Hence condition (i) in

Corollary 7.2 holds. Thus the corresponding representation { ¯̂
Qj,

¯̂
P j}2

j=1 of QPS2(ΛS) is

non-Schrödinger.

Example 7.4 Let α1, · · · , αN (N ∈ N) be mutually distinct points in the complex plane

C and f(z) be a holomorphic function on C \ {αn|n = 1, · · · , N} with possible poles at
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αn, n = 1, · · · , N . Let an be the point in R2 corresponding to αn and S := {an|n =

1, · · · , N}. Then one can define functions A1(x) and A2(x) on M := R2 \ S by

A1(x) := Im f(x1 + ix2), A2(x) := Re f(x1 + ix2), x = (x1, x2) ∈ M,

where, for z ∈ C, Re z (resp. Im z) denotes the real (resp. imaginary) part of z. By the

Cauchy–Riemann equation, we have

B(x) := ∂1A2(x) − ∂2A1(x) = 0, x ∈ M, (7.3)

where ∂j := ∂/∂xj, j = 1, 2. Since the Lebesgue measure of S is zero, each function Aj

defines a self-adjoint multiplication operator on L2(R2); we denote it by the same symbol

Aj. We can prove that, for all λ ∈ R \ {0}, the operators

P1 := p1 − λA1, P2 := p2 − λA2

are essentially self-adjoint on C∞
0 (M) ([1, Proposition 2.1]).

Let

Q1 = q1, Q2 := q2

acting in L2(R2). Then (L2(R2), C∞
0 (M), {Qj, P̄j}2

j=1) is a self-adjoint representation of

the CCR’s with two degrees of freedom. It is easy to see that Q1 (resp. Q2) strongly

commutes with P̄2 (resp. P̄1).

By (7.3), the line integral

γn :=

∫
|x−an|=ε

(A1(x)dx1 + A2(x)dx2)

along the circle |x−an| = ε with center an and radius ε > 0 (the orientation is taken to be

anticlockwise) is independent of ε sufficiently small. It can be shown that, if there exists

an n such that γn 6∈ 2πZ/λ (Z is the set of integers), then P̄1 and P̄2 are not strongly

commuting [1, Theorem 5.4]. Hence condition (iv) in Corollary 7.2 holds in the present

case. Thus the corresponding representation { ¯̂
Qj,

¯̂
P j}2

j=1 of QPS2(ΛS) is non-Schrödinger.

Physically this example appears in a two dimensional quantum system with perpen-

dicular magnetic field B concentrated on the set S in the distribution sense. In this

context, (A1, A2) represents a vector potential of B. The condition γn 6∈ 2πZ/λ for some

n corresponds to the occurrence of the so-called Aharonov-Bohm effect. Therefore the

non-Schrödinger representation of QPS2(ΛS) is connected with a physically interesting

and important situation.

In a series of papers ([1] and references therein), the present author showed that

there appear self-adjoint representations of the CCR’s with two degrees of freedom in

two-dimensional quantum systems with singular magnetic fields (the example discussed
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above is one of them) and that, in each case, there is a correspondence between the

occurrence of the Aharonov-Bohm effect and a non-Schrödingerness of the representation

under consideration. The result derived above can be extended to a more general case.

A Some Properties of Self-Adjoint Operators Satis-

fying Relations of Weyl Type

Let N ≥ 2 be an integer and Aj (j = 1, · · · , N) be self-adjoint operators on a Hilbert

space H satisfying relations of Weyl type:

eitAjeisAk = e−itsajkeisAkeitAj , t, s ∈ R, j, k = 1, · · · , N, (A.1)

where ajk’s are real constants. It follows that

ajk = −akj, j, k = 1, · · · , N. (A.2)

The unitarity of eitAj and functional calculus imply that

exp(iseitAjAke
−itAj) = exp(is(Ak − tajk)), s, t ∈ R.

Hence we have the operator equality

eitAjAke
−itAj = Ak − tajk, t ∈ R, j, k = 1, · · · , N. (A.3)

For a linear operator A on a Hilbert space, we denote the spectrum of A by σ(A).

Proposition A.1 Suppose that there exists a pair (j, k) such that ajk 6= 0 (hence j 6= k).

Then

σ(Aj) = R, σ(Ak) = R. (A.4)

Moreover, Aj and Ak are purely absolutely continuous.

Proof. By (A.3) and the unitary invariance of spectrum, we have σ(Ak) = σ(Ak−tajk)

for all t ∈ R. Since ajk 6= 0, this implies the second equation of (A.4). By (A.2), we have

akj 6= 0. Hence, by considering the case of (j, k) replaced by (k, j), we obtain the first

equation of (A.4).

Relation (A.3) means that (Ak, Aj) is a weak Weyl representation of the CCR with

one degree of freedom [2]. Hence Aj is purely absolutely continuous [2, 12, 17]. Similarly

we can show that Ak is purely absolutely continuous. ¤
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Proposition A.2 Let j and k be fixed. Then, for all ψ ∈ D(Aj) ∩ D(AjAk), ψ is in

D(AkAj) and

[Aj, Ak]ψ = iajkψ. (A.5)

Proof. By (A.3), we have for all ψ ∈ D(Ak)

Ake
−itAjψ = e−itAj(Akψ − tajkψ). (A.6)

Let ψ ∈ D(AjAk)∩D(Aj). Then the right hand side of (A.6) is strongly differentiable in

t with
d

dt
e−itAj(Akψ − tajkψ) = −ie−itAjAj(Akψ − tajkψ) − e−itAjajkψ.

Hence so is the left hand side of (A.6). This implies that Ajψ is in D(Ak) and

d

dt
Ake

−itAjψ = −iAkAje
−itAjψ.

Hence, considering the case t = 0, we obtain

−iAkAjψ = −iAjAkψ − ajkψ.

Thus the desired result follows. ¤

For each function f ∈ C∞
0 (RN) and each vector ψ ∈ H, we define a vector ψf by

ψf :=

∫
RN

f(t1, · · · , tN)eit1A1 · · · eitNAN ψdt1 · · · dtN , (A.7)

where the integral on the right hand side is taken in the strong sense. We introduce

D0 := Span{ψf |ψ ∈ H, f ∈ C∞
0 (RN)}, (A.8)

where Span{· · ·} denotes the subspace algebraically spanned by the vectors in the set

{· · ·}. It is easy to see that D0 is dense in H.

For f : RN → C, we set

‖f‖1 :=

∫
RN

|f(t1, · · · , tN)|dt1 · · · dtN .

Lemma A.3 Let fn, f ∈ C∞
0 (RN) such that ‖fn−f‖1 → 0 (n → ∞). Then ‖ψfn−ψf‖ →

0 (n → ∞).

Proof. Since eitjAj is unitary, we have

‖ψfn − ψf‖ ≤ ‖fn − f‖1‖ψ‖.

Thus the desired result follows. ¤
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Proposition A.4

(i) For all t ∈ R and j = 1, · · · , N , eitAj leaves D0 invariant.

(ii) For each j = 1, · · · , N and all ` ∈ N, D0 ⊂ D(A`
j) with

A`
jψf = (−i)`ψF `

j (f), f ∈ C∞
0 (RN), (A.9)

where Fj : C∞
0 (RN) → C∞

0 (RN) is defined by

Fj(f) := −∂jf − i

j−1∑
k=1

ajktkf, f ∈ C∞
0 (RN) (A.10)

and F `
j is the ` times composition of Fj

(iii) For all `1, · · · , `N ∈ N ∪ {0}, D0 ⊂ D(A`1
1 A`2

2 · · ·A`N
N ) and

A`1
1 A`2

2 · · ·A`N
N ψf = ψ

F
`1
1 ···F `N

N (f)
, f ∈ C∞

0 (RN). (A.11)

Proof. (i) Let ψf be as above. Then we have

eitAjψf =

∫
RN

f(t1, · · · , tN)eitAjeit1A1 · · · eitNAN ψdt1 · · · dtN .

By (A.1), we have

eitAjeit1A1 · · · eitNAN = e−it
Pj−1

k=1 ajktkeit1A1 · · · eitj−1Aj−1ei(tj+t)Ajeitj+1Aj+1 · · · eitNAN .

Hence

eitAjψf =

∫
RN

f(t1, · · · , tj−1, tj − t, tj+1, · · · , tN)e−it
Pj−1

k=1 ajktkeit1A1 · · · eitNAN ψdt1 · · · dtN .

We define f
(t)
j : RN → C by

f
(t)
j (t1, · · · , tN) := f(t1, · · · , tj−1, tj − t, tj+1, · · · , tN)e−it

Pj−1
k=1 ajktk . (A.12)

It is easy to see that f
(t)
j is in C∞

0 (RN) and

eitAjψf = ψ
f
(t)
j

∈ D0. (A.13)

Thus eitAj leaves D0 invariant.

(ii) By (A.13), we have for t ∈ R \ {0}

(eitAj − 1)ψf

t
= ψ

(f
(t)
j −f)/t

.
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It is easy to see that ‖(f (t)
j − f)/t − Fj(f)‖1 → 0(t → 0). Hence, by Lemma A.3,

lim
t→0

(eitAj − 1)ψf

t
= ψFj(f).

Therefore ψf is in D(Aj) and iAjψf = ψFj(f). Hence (A.9) with ` = 1 holds. Then one

can prove (A.9) by induction.

(iii) This easily follows from (ii). ¤

Corollary A.5 We have

[Aj, Ak] = iajk, j, k = 1, · · · , N, (A.14)

on D0.

Proof. This follows from Proposition A.2 and Proposition A.4. ¤

Theorem A.6 For all cj ∈ R, j = 1, · · · , N ,
∑N

j=1 cjAj is essentially self-adjoint on D0

and

eit
PN

j=1 cjAj = eit2
PN

j<k ajkcjck/2eitc1A1eitc2A2 · · · eitcNAN . (A.15)

Proof. For each t ∈ R, we define an operator U(t) by

U(t) := eit2
PN

j<k ajkcjck/2eitc1A1eitc2A2 · · · eitcNAN .

By using (A.1), one can show that {U(t)}t∈R is a strongly continuous one-parameter

unitary group. Hence, by the Stone theorem, there exists a unique self-adjoint operator

A on H such that

U(t) = eitA, t ∈ R.

By Proposition A.4-(i), U(t) leaves D0 invariant. In the same manner as in the proof of

Proposition A.4-(ii), (iii), one can show that, for all ψ ∈ D0, U(t)ψ is strongly differen-

tiable in t and
dU(t)ψ

dt

∣∣∣
t=0

= i
N∑

j=1

cjAjψ.

Hence D0 is a core of A (e.g., [13, Theorem VIII.10])and Aψ =
∑N

j=1 cjAjψ. Thus the

desired result follows. ¤

Finally we give a remark on irreducibility of the set {eitAj |t ∈ R, j = 1, · · · , N}. There

is a general fact on irreducibility of a set consisting of strongly continuous one-parameter

unitary groups:
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Proposition A.7 Let S1, · · · , SN be self-adjoint operators on a Hilbert space. Then the

set {eitSj |t ∈ R, j = 1, · · · , N} is irreducible if and only if so is {Sj|j = 1, · · · , N}.

Proof. Suppose that {eitSj |t ∈ R, j = 1, · · · , N} is irreducible. Let B ∈ B(H) be an

operator such that BSj ⊂ SjB, j = 1, · · · , N . Then, by Lemma 4.1, we have eitSjB =

BeitSj for all t ∈ R and j = 1, · · · , N . Hence B = cI with some c ∈ C. Thus {Sj|j =

1, · · · , N} is irreducible.

Conversely, suppose that {Sj|j = 1, · · · , N} is irreducible. Let B ∈ B(H) be an

operator such that eitSjB = BeitSj for all t ∈ R and j = 1, · · · , N . For each ψ ∈ H, we

put fψ(t) := eitSjBψ, gψ(t) := BeitSjψ. Then we have fψ(t) = gψ(t). Let ψ be in D(Sj).

Then gψ(t) is strongly differentiable in t with dgψ(t)/dt = iBSje
itSjψ. Hence fψ(t) also is

strongly differentiable in t, which implies that Bψ ∈ D(Sj) and dfψ(t)/dt = ieitSjSjBψ.

Considering the case t = 0, we obtain BSj ⊂ SjB, j = 1, · · · , N . Hence B = cI with

some c ∈ C. Thus {eitSj |t ∈ R, j = 1, · · · , N} is irreducible. ¤
As a corollary of Proposition A.7, we have the following fact:

Corollary A.8 The set {eitAj |t ∈ R, j = 1, · · · , N} is irreducible if and only if so is

{Aj|j = 1, · · · , N}.
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