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I have tried to make this summary readable by any mathematician, and the first paragraph of each section mostly readable by any scientist. First I discuss my past research, and then starting on page 10 my current research projects. These include discussion of my published papers relevant to them, namely [12][15][16][18][28].

My field is group theory (the study of symmetry) and its applications outside group theory. For me this has mostly meant applications in algebraic geometry, some by myself and some jointly with several different coauthors. Most notable is a long series of papers concerning the spaces of deformations of various classical geometric objects like curves in the plane, or cubic surfaces. I have also contributed to a number of problems in topology and pure group theory, for example hyperbolic reflection groups and the topology of their associated hyperplane arrangements. My work in algebraic geometry and reflection groups led to my current research project concerning the monster finite simple group, described in section 6.

In 2006 I began moving into a new field: representation theory. In a sense this is still group theory: the action of symmetry groups on vector spaces. But it is a huge field with very specialized tools, many having nothing to do with group theory. I laid out my approach to some of the important objects, “linear algebraic groups,” in a graduate topics course. This was original enough that it led to a research paper, and I’ve been encouraged to develop my notes into a monograph. I am now well advanced in a large research project: the classification of “Lorentzian Lie algebras.” This is the same sort of problem as one of the most influential results in mathematics: the classification of continuous symmetry groups by Killing and Cartan. I expect that my classification will be a valuable supplement to theirs; it will include most of the Lie algebras already recognized as important in mathematics and physics. Please see section 7 for more information.

The NSF has supported my research with grants DMS-0600112, DMS-0245120 and DMS-0070930/0131585.
1. Algebraic Geometry.

In almost every problem in algebraic geometry, the objects under study may vary their shapes continuously. The moduli space of whatever objects one has in mind means the set of shapes that can arise by such deformations. One regards two deformations as “the same” if they differ only in some uninteresting way, such as a change of coordinates.

My work in algebraic geometry, largely joint with J. Carlson and D. Toledo, centers on describing moduli spaces as quotients of symmetric spaces by discrete groups. The classical example is that the family of all genus one curves can be described as the points of the open unit disk in the complex plane, with two points identified if they differ by translation by an element of the group \( SL_2 \mathbb{Z} \). There are other results of this sort, each giving special insight into a particular moduli space. But our results came as a surprise and sparked similar research by other researchers in algebraic geometry.

We studied the moduli spaces of cubic surfaces in (projective) 3-space and cubic threefolds in (projective) 4-space, meaning the hypersurfaces defined by a single homogeneous cubic polynomial in 4 or 5 variables. Two are considered equivalent if they differ by a symmetry of projective space.

**Theorem 1** ([20],[21]). The moduli space of smooth cubic surfaces in projective 3-space \( \mathbb{C}P^3 \) is isomorphic to the unit ball \( B^4 \) in complex 4-space, minus a hyperplane arrangement, modulo the action of a certain discrete group \( \Gamma \). The isomorphism is an isomorphism of complex analytic orbifolds, and the group \( \Gamma \) is the projective isometry group of a 5-dimensional lattice over \( \mathbb{Z}[\sqrt{1}] \), namely the one with the inner product

\[
\langle x | y \rangle = -x_0\bar{y}_0 + x_1\bar{y}_1 + \cdots + x_4\bar{y}_4.
\]

**Theorem 2** ([26]). The same result holds for hypersurfaces in \( \mathbb{C}P^4 \), with \( B^4 \) replaced by \( B^{10} \) and \( \Gamma \) replaced by the isometry group of a certain 11-dimensional lattice over \( \mathbb{Z}[\sqrt{1}] \).

We actually proved much more than this, giving precise descriptions of \( \Gamma \), the hyperplane arrangements, and the nature of degenerations to singular hypersurfaces. Indeed, the hard part of the proofs concerned what happens when the hypersurfaces are allowed to acquire singularities. Even the precise meaning of “the moduli space” requires careful

Our work is a part of a long tradition of ball quotients in algebraic geometry, going back to Schwartz and Picard in the 19th century and continued by Deligne and Mostow [41] and Thurston [72]. Our work in turn inspired further work, notably the work of Dolgachev and Kondō [42] on moduli spaces of certain kinds of K3 surfaces, the work of Kondō on the moduli spaces of curves of genus three [51] and four [52], the work of Heckmann and Looijenga [49] on moduli of del Pezzo surfaces of degree one, and very recent work of Looijenga [57] and Laza [55][56] on moduli of cubic hypersurfaces in $\mathbb{CP}^5$. Also, Looijenga and Swierstra [58] gave an independent proof of theorem 2.

We then studied the moduli space of real cubic surfaces, which is closer to everyday intuition (one can visualize them) but quite different in flavor from the complex case.

**Theorem 3 ([27]).** The moduli space of smooth cubic surfaces in real projective 3-space is isomorphic to real hyperbolic 4-space $H^4$, minus an arrangement of 2- and 3-dimensional subspaces, modulo the action of a certain nonarithmetic discrete group $\Gamma^R$.

Again we provided much more detailed information than stated here. I have phrased the theorem to bring out the analogies with the complex case, but there are major differences. The biggest difference is the nonarithmetic nature of $\Gamma^R$. It is provably impossible to give a neat description like we did above, as the symmetry group of a lattice. This is related to the fact that the real moduli space has 5 components, which we glued together. Some of our techniques were known (e.g., [65], [40], [75]), but the gluing process was totally new. It provides the first appearance “in nature” of a famous construction of Gromov and Piatetskii-Shapiro [48]. In addition to the main paper [27] and announcement [23], we have written two expository notes [24], [25] treating similar but simpler situations. These include the moduli space of real 6-tuples in the Riemann sphere. Our work was followed up by Chu’s investigation [38] of real 8-tuples in the Riemann sphere.
For my paper with E. Freitag on automorphic forms [28], please see section 7. Finally, in [9] I simplified the Horikawa-Namikawa description of the moduli space of Enriques surfaces [50][62]. A simple lattice-theory trick allowed a cleaner statement of the main theorem, and replaced some difficult computations by almost trivial ones.

2. Groups generated by reflections

Reflection across a line in the plane is a simple operation familiar to everyone. When one chooses several lines and combines their reflections, beautiful patterns appear. This is how kaleidoscopes work and is the basis of many of Escher’s woodcuts. Escher even used reflections across lines in the hyperbolic (=non-Euclidean) plane. One can also work in higher dimensions, reflecting across planes or hyperplanes. Besides being beautiful, and useful to crystallographers, groups generated by reflections play a fundamental role in Lie theory (=continuous symmetry). Exploiting this connection is part of my current project to classify the “Lorentzian Lie algebras”, described in section 7.

My simplest-to-state work in this area is the construction of a large family of Coxeter groups, meaning discrete groups generated by reflections across hyperplanes.

**Theorem 4 ([14]).** For every $n \leq 19$, there are infinitely many essentially distinct Coxeter groups acting on hyperbolic space $H^n$ with finite-volume fundamental domain. With the possible exceptions $n = 16, 17$, the number of such groups grows at least exponentially with volume.

This is surprising, because in large dimensions ($n > 9$ or so) it becomes very hard to construct Coxeter groups with finite-volume fundamental domain. In fact only a single example is known for $n > 19$, and in very large dimension ($n \geq 996$) there are none at all by a famous result of Prokhorov [68]. My method is a simple trick, but using it effectively required some careful computations using the Leech lattice (a famous arcane object).

Complex reflection groups are also very important, but not for Lie-theoretic reasons. The key point is that when one takes a ramified covering space of a complex manifold, the group of covering transformations is often generated by complex reflections. This principle is lurking behind the scenes in most of my algebra-geometric work. In
I constructed many previously unknown reflection groups acting on complex hyperbolic space $\mathbb{C}H^n$. There was some overlap with those previously discovered by Deligne and Mostow [41], but my largest examples (in $\mathbb{C}H^5$ and $\mathbb{C}H^7$) were new. The idea was to study the symmetries of carefully chosen lattices over rings like $\mathbb{Z}[i]$ and $\mathbb{Z}[\sqrt{-1}]$.

Later I improved my methods to construct an example in $\mathbb{C}H^{13}$, which is still the record-holder for dimension [7]. The proof used the Leech lattice, and led to my conjecture concerning the monster simple group (see section 6). In these papers I also constructed the first known reflection groups acting on quaternionic hyperbolic space (up to 7 quaternionic dimensions). And in [4] I even found reflection groups acting on the Cayley hyperbolic plane; these are discrete subgroups of the exceptional Lie group $F_4(-20)$.

3. Topology of hyperplane complements

Removing hyperplanes from Euclidean space leaves one with convex sets, which contract to points and hence have no interesting topology. But complex hyperplanes have real codimension 2, so removing them from a complex vector space leaves a space which might be very complicated. There is an industry devoted to studying this (see [66] and its references), but my focus is on a very specific part of it: hyperplane arrangements that arise in nature. For me, that means in moduli problems in algebraic geometry.

For example, theorem 1 above describes the moduli space of smooth cubic surfaces in terms of a hyperplane arrangement in the complex 4-ball. Now the complex 4-ball is one guise of complex hyperbolic 4-space, which is a negatively curved manifold. I was able to use this negative curvature, restricted to the complement of the hyperplanes, to prove that the moduli space is aspherical: it has no homotopy groups except for its fundamental group. Using my paper [9], the same conclusion also applies to the moduli space of Enriques surfaces. Both results follow from the geometry of specific hyperplane arrangements and the following theorem, which I proved for this purpose.

**Theorem 5 ([6]).** Suppose $M$ is a complete Riemannian manifold with non-positive sectional curvature, and we remove a locally finite family of totally geodesic submanifolds of real codimension 2. Suppose also
that any intersection of these submanifolds is transverse and orthogonal. Then the complement is aspherical.

The proof depends on CAT(0) geometry, that is, the geometry of non-positively curved metric spaces more general than manifolds. The orthogonality condition is obviously very strong, and if it could be weakened then the theorem would be more useful. It is natural to hope that my method would then apply to many more moduli spaces (e.g., K3 surfaces and smooth cubic 4-folds), to the discriminant complements of many singularities, and to the well-known “K(\(\pi, 1\)) problem for Artin groups.” I have a nearly-finished paper that improves theorem 5 considerably, and I hope to address some of these applications in the future.

In [10] I developed a simple graphical calculus for many Artin groups (for experts: those of type \(B_n, C_n, D_n, \tilde{A}_n, \tilde{B}_n, \tilde{C}_n\) and \(\tilde{D}_n\)). These are analogues of the classical braid group, and come from hyperplane complements that arise naturally in algebraic geometry and Lie theory. This calculus resembles the usual manipulation of pictures of braids. One reason I introduced it was to attack the word problem for the Artin groups of types \(\tilde{B}_n\) and \(\tilde{D}_n\), but for now this remains an open problem.

Finally, Carlson, Toledo and I addressed whether theorem 1 above was optimal—perhaps there is some other description of the moduli space as a quotient of the complex 4-ball by a discrete group, without having to remove the hyperplane arrangement? We proved that this is impossible:

**Theorem 6** ([22]). *Suppose \(\mathcal{H}\) is an arrangement of mutually orthogonal hyperplanes in complex hyperbolic space \(\mathbb{C}H^{n>1}\), and is invariant under a torsion-free discrete group \(\Gamma\) with finite-volume fundamental domain. Then the fundamental group of \((\mathbb{C}H^n - \mathcal{H})/\Gamma\) is not a lattice in any Lie group.*

4. Geometric group theory

To first approximation, geometric group theory means the study of groups that act as symmetries of spaces built by gluing polyhedra together. (Usually one restricts to “finitely presented” groups and “proper cocompact” actions.) The philosophy is that all such actions
are the same, and one expresses this precisely in terms of something called a quasi-isometry. Many properties of these spaces (e.g., curvature and isoperimetric inequalities, suitably defined) are quasi-isometry invariant. This means that studying the geometry of a complex of polyhedra yields intrinsic information about the group. My papers in this field are largely independent, so I will discuss each separately.

A homological characterization of hyperbolic groups [29]: S. Gersten and I gave a homological characterization of the class of word-hyperbolic groups (made famous by Gromov). Our result is that a finitely presented group is word hyperbolic if and only if it has no $H_1$ and no reduced $H_2$, where $H_*$ means $\ell^1$-homology. (One uses cellular homology and allows infinite sums of cells, so long as the sums are $\ell^1$.) This is important because the usual definitions of word-hyperbolic groups are very geometric and not at all algebraic—our result provides a bridge.

An isoperimetric inequality for the Heisenberg groups [2]: I proved that a Heisenberg group $H$ of dimension $> 3$ satisfies a quadratic isoperimetric inequality. If one is geometrically minded, this says that loops in the continuous Heisenberg group bound disks of area quadratic in the length of the loop. If one is combinatorially-minded, there is a rephrasing of this idea in terms of converting words in the discrete Heisenberg group that represent the identity into the trivial word using $H$’s relations only quadratically many times. This theorem had been asserted by Gromov; some accepted his proof and some did not. Mine was a completely new approach, which has been developed further by R. Young [76] and V. Magnani [59].

Triangles of Baumslag-Solitar groups [19]: I studied the groups with presentation

$$\langle x, y, z \mid y^{-1} x^a y = x^b, z^{-1} y^c z = y^d, x^{-1} z^e x = z^f \rangle,$$

where $a, \ldots, f$ are nonzero integers. The basic question is when they are infinite, and the motivation is that they are the simplest positively-curved triangles of groups, in the sense of Gersten and Stallings [70]. I extended known results of Mennicke [61], Post [67] and others, and discovered that the main result of [63] is wrong. My result is that the group collapses (often to a finite group) if any of $a, \ldots, f$ divides its “partner” parameter, except in a few completely understood cases.
Spotting infinite groups [5]: It is standard that a group with more generators than relations is infinite. I showed that under a non-triviality condition, a relation which is an $n$th power “counts as only $1/n$th of a relation” for purposes of this count. I also found lower bounds for the abelianizations of subgroups of such a group, improving results of R. Thomas [71]. Inspired by my paper, G. Bergman developed the idea in much greater generality [33]

Hyperbolic surfaces with prescribed symmetry groups [13]: It is well-known but nontrivial that every finite group is the full symmetry group of some compact Riemann surface. I showed that if one drops compactness, then the same result holds for any countable group whatsoever. (It turns out that a totally different proof had been given a few years earlier by Winkelmann [74]).

5. Papers difficult to categorize

A Banach space determined by the Weil height [31]: There is a natural metric space structure on the multiplicative group of $\overline{\mathbb{Q}}$ modulo torsion, defined in terms of the absolute logarithmic Weil height. J. Vaaler and I identified its metric completion: it is a hyperplane in $L^1$ of the space of places of $\overline{\mathbb{Q}}$.

Monodromy groups of Hurwitz-type problems [30]: C. Hall and I solved the “Hurwitz monodromy problem” for simply-branched degree 4 covers of $\mathbb{C}P^1$, answering one case of a question of Eisenbud, Elkies, Harris and Speiser [43]. For a fixed number $2n$ of branch points, there is a space parametrizing all genus $n + 1 - d$ curves equipped with a degree $d$ projection to $\mathbb{C}P^1$ having $2n$ branch points. It is called the Hurwitz space with parameters $(d, n)$, and it is a finite-sheeted covering space over the space of distinct $2n$-tuples in $\mathbb{C}P^1$. For $d = 4$, we showed that the fundamental group of the base of this covering acts on the fiber as the largest possible group; we even identified the action exactly.

A new approach to rank one linear algebraic groups [17]: There is an ugly step in the basic structure theory of linear algebraic groups, requiring a lot of machinery before one can even characterize $\text{SL}_2$. I found a direct argument, using a non-obvious induction.
Ideals in the integral octaves [3]: The non-associative “field” of octaves (or Cayley numbers) has a unique-up-to-symmetry natural ring of integers, introduced by L. E. Dickson in the early 20th century. I determined all its ideals, improving results of K. Mahler [60].

Identifying models of the octave projective plane [1]: J. Tits and H. Freudenthal introduced geometry over the octaves in the 1950’s as a way to explain the appearance of the exceptional Lie groups. I noticed that were two quite different models of the octave projective plane in the literature, but no proof that they were the same. So I provided one.
6. The monster finite simple group.

Any finite group decomposes into groups which cannot be decomposed further, called simple groups. A decades-long effort by more than a hundred mathematicians led to the classification of the simple groups, and the list is fascinating. Most of the groups fall into infinite families having similar structure, but there are 26 groups that just don’t fit. They are called the sporadic groups and the monster $M$ is the largest one, of order $\sim 8 \times 10^{54}$. It has already appeared in unexpected places in mathematics, for example Borcherds earned fame by explaining its mysterious role in the classical theory of automorphic functions on the hyperbolic plane. The monster is a good candidate for the most singular object in mathematics.

I may have come across the monster in another unexpected setting, and I am working on resolving whether it is actually present. I noticed a formal resemblance between one known description of the monster, and an infinite group $\Gamma$ that I found when working on complex hyperbolic reflection groups (section 2). This led to a precise conjecture that seemed wildly speculative but has proved to satisfy a number of consistency conditions. I am now taking it seriously. The conjecture and its motivation appear in [15], and a briefer exposition in [16]. If the conjecture is true then there must be a reason why it should be true, and an exciting possibility is for complex hyperbolic space $\mathbb{C}H^{13}$, modulo $\Gamma$, to be a moduli space with algebra-geometric meaning. Here is a precise statement of the conjecture:

**Conjecture 7** ([15]). Let $L$ be the unique lattice of signature $(13, 1)$ over $\mathbb{Z}[\sqrt{3}]$ whose dual lattice coincides with $\frac{1}{\sqrt{3}}L$. Let $\Gamma$ be the isometry group of $L$, so that it acts by symmetries on $\mathbb{C}H^{13}$. Let $\mathcal{H}$ be the union of the hyperplanes fixed by the complex reflections in $\Gamma$, so the image of $\mathcal{H}$ in $B^{13}/\Gamma$ is a complex hypersurface. Let $N$ be the subgroup of the fundamental group $\pi_1((B^{13}-\mathcal{H})/\Gamma)$ generated by small loops that encircle this hypersurface twice. Then the quotient of $\pi_1((B^{13}-\mathcal{H})/\Gamma)$ by $N$ is the semidirect product of $M \times M$ by $\mathbb{Z}/2$. 
Motivating the conjecture properly would require too large a technical detour, so I will just point out that the key player, $\Gamma$, is the record-holding complex hyperbolic reflection group mentioned in section 2, and understanding $\Gamma$ better is probably essential for progress on the conjecture. I did not know at first that $\Gamma$ is generated by reflections—this is due to T. Basak [32], whose thesis (U.C. Berkeley, 2006) was the first work on my conjecture. His proof required substantial computer computation, which I was later able to avoid with a more conceptual argument [18]. He also found a number of pleasing coincidences, which are what led me to take my conjecture seriously.

While on the subject of sporadic finite simple groups, I will mention my paper [12]. The Leech lattice is a lattice in 24-dimensional Euclidean space, already mentioned in section 2. Its symmetry group (modulo center) is another of the sporadic simple groups, the Conway group $Co_1$. It is much smaller than the monster, having order $\sim 4 \times 10^{19}$, but it plays a key role in the construction and structure of $M$. I solved an algorithmic problem in the lattice: given two lattice vectors, is there an isometry carrying one to the other? The try-every-isometry algorithm is useless because of the size of $Co_1$; my algorithm uses the special geometry of the lattice to answer the question much more quickly.

Originally I planned to use the algorithm for classifying certain classes of integral quadratic forms, for describing the (infinite-volume) fundamental domain of the isometry group of $\mathbb{Z}^{24,1}$, and for studying the “fake monster Lie algebra”. M. Dutour has taken on the problem of $\mathbb{Z}^{24,1}$.

7. Classification of Lorentzian Lie Algebras

Lie algebras are the basis of the study of continuous symmetry. The landmark result in the field is the Killing-Cartan classification of finite-dimensional simple Lie algebras: every finite-dimensional Lie algebra decomposes into indecomposable pieces, all of which are known. This classification suffices for the study of things like rigid bodies rotating in space, but there are some natural infinite-dimensional symmetry groups, to which their theorem doesn’t apply. For example, the ways that a fluid can rearrange itself in a tank can be described in terms of
the infinite-dimensional group of all self-transformations of the inside of the tank. Other infinite-dimensional Lie algebras, called Kac-Moody algebras, have also played a major role in physics and mathematics.

Kac-Moody algebras are “like” the simple Lie algebras in the Killing-Cartan classification (except the 1-dimensional algebra), in the sense that everything about them is governed by their root lattices and Weyl groups. They are more general because the root lattice is allowed to be semi-definite or indefinite rather than Euclidean. Kac classified the algebras in the semi-definite case, in terms of affine Weyl groups. These algebras are the famous affine Lie algebras, and their associated “loop groups” play a major role in modern theoretical physics. I am studying the next class: hyperbolic KM algebras. Many of them are beautiful and important, but the KM construction is so general most of them probably are not. Gritsenko and Nikulin [45][46] have identified the subclass of “interesting” hyperbolic KM algebras, by defining what they call Lorentzian Lie algebras. I am working on the classification:

**Problem 8.** Classify all Lorentzian Kac-Moody algebras, in the sense of Gritsenko and Nikulin [46].

The first part of the problem is to find all the possibilities for the root lattice of a Lorentzian Lie algebra. It should be a lattice in Minkowski space, which implies that its symmetry group acts on hyperbolic space. The Weyl group is generated by hyperbolic reflections, and one part of the Gritsenko-Nikulin definition is that this group should have a finite-volume fundamental domain. (I am over-simplifying: a Lorentzian Lie algebra need only satisfy a slightly weaker condition, and need only be a “generalized” KM algebra, rather than a KM algebra. Please accept this sleight of hand for purposes of this summary.)

Therefore I am working on classifying the lattices with these properties. The problem is also important in the study of arithmetic groups and Coxeter groups, independent of its application to KM algebras:

**Problem 9.** Enumerate (up to scale) all integral lattices \( L \) in \((n + 1)\)-dimensional Minkowski space for which the reflections of \( L \) generate the symmetry group of \( L \), up to finite index.

By work of Esselmann [44] we know that such \( L \) exist only for \( n \leq 19 \) and \( n = 21 \). Also, the classification problem is mostly solved for \( n \leq 4 \),
by work of Nikulin [64] and Scharlau-Walhorn [69]. I have a well-developed plan to complete the classification in all dimensions. The ingredients are bare-handed manipulation of the fundamental domains, tricks from the theory of integral quadratic forms, and the use of a computer to apply what is known as Vinberg’s algorithm. Similar tools have been used by Esselmann, Nikulin, Scharlau and Walhorn, but I believe I have found the right combination of tools to finish the problem.

After classifying the root lattices, a little more work will be required to enumerate the possible root systems, since several different root systems can have the same root lattice. Then I’ll have a list of KM algebras, and it will remain to figure out which ones satisfy the most important property in the Gritsenko-Nikulin definition. This is the existence of automorphic forms whose zero sets lie along certain hypersurfaces, a requirement imposed by analogy with Borcherds’ results on the “fake monster Lie algebra” [35]. This condition is very natural in the representation theory of the KM algebra.

In fact Borcherds’ entire theory of automorphic forms [36][37] grew from his work on this single example. In one of the first applications of his theory, E. Freitag and I found the ring of automorphic forms for the group $\Gamma$ from theorem 1, acting on the complex 4-ball [28]. This gave an explicit embedding of the moduli space of cubic surfaces into complex projective 9-space. (Actually, we treated “marked” cubic surfaces and a finite-index subgroup of $\Gamma$.) It also inspired further work in the field, for example Kondo’s similar descriptions of the moduli spaces of Enriques surfaces [53] and quartic plane curves [54]. My work on this won’t be directly needed for problem 8, but it highlights the connection to my algebraic geometry research.

Solutions to problems 8 and 9 will be significant advances in our knowledge. The question of classification of arithmetic Coxeter groups has been in the air since Vinberg’s 1972 work on $\mathbb{Z}^{n+1}$ in [73], and hyperbolic KM algebras have promised much deep mathematics since Borcherds’ use of them [34] for solving the Conway-Norton moonshine conjectures [39]. Much of the work of Gritsenko and Nikulin is motivated by the fact that the automorphic forms associated to these KM algebras are related to algebraic geometry, via mirror symmetry and
the discriminant hypersurfaces in moduli spaces of K3 surfaces and other Calabi-Yau manifolds.

Finally, having a comprehensive list may enable people to spot the influence of a Lie algebra they might otherwise have overlooked. For example, physicists were famously led to introducing the exceptional Lie algebra $E_8 \times E_8$ into string theory when they noticed that it had the right dimension (496) and rank (16) for their purpose. They had been using $SO(32)$, and might have missed the role of $E_8$ had Killing and Cartan not already classified the simple Lie algebras.
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