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Abstract. In this paper we present a computer–assisted proof of the existence of a solution for the Feigenbaum equation \( \varphi(x) = \frac{1}{\lambda} \varphi(\varphi(\lambda x)) \). There exist by now various such proofs in the literature. Although the one presented here is new, the main purpose of this paper is not to provide yet another version, but to give an easy–to–read and self contained introduction to the technique of computer–assisted proofs in analysis. Our proof is written in Prolog (Pro'seekm in logic), a programming language which we found to be well suited for this purpose. In this paper we also give an introduction to Prolog, so that even a reader without prior exposure to programming should be able to verify the correctness of the proof.
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1. Introduction

The aim of this paper is to give a self contained introduction to the technique of computer–assisted proofs in analysis. We center our discussion around a proof of the existence of a function φ that satisfies, for some real number λ, the Feigenbaum equation

\[ \varphi(x) = \frac{1}{\lambda} \varphi(\varphi(\lambda x)) \]  

(1.1)
on the interval \(|x| < \sqrt{2.7}\). Our solution \(\varphi = \phi\) of this equation is even, has a quadratic maximum at \(x = 0\), vanishes at \(x = 1\), and extends analytically to the complex domain \(|x^2 - 1| < 1.7\). The graph of this function is depicted in Fig.1.

Fig. 1: Graphs of the function \(\phi\) and of the corresponding functions \(f\) and \(g\)

We note that the existence of solutions to (1.1) is well known; see [La1 · · · La4] for computer–assisted proofs and [E] for other methods and a review on the subject. The proof presented here is new, but as mentioned above, this is not the main point of this paper. For convenience later on, we shall now reformulate the Feigenbaum problem.

One of the basic properties of equation (1.1) is its scale invariance. That is, if \(\varphi\) is a solution, then \(\frac{1}{s} \varphi(s \cdot)\) is again a solution, for any real number \(s \neq 0\). The following normalization condition will be imposed to brake this scale invariance:

\[ \varphi(1) = 0. \]  

(1.2)

We note that by setting \(x = 1\) in (1.1), we obtain from (1.2) the implicit equation \(\varphi(\varphi(\lambda)) = 0\) for the scaling factor \(\lambda\).

Considering now only even \(\varphi\)'s, we can write \(\varphi(x) = f(x^2)\) for some function \(f\). In this case, equation (1.1) becomes equivalent to the pair of equations

\[ f(z) = \frac{1}{\lambda} f(g(z)), \]  

(1.3)
$g(z) = f(\lambda^2 z)^2$, \hspace{1cm} (1.4)

and the condition (1.2) becomes $f(1) = 0$. The graphs of the functions $f$ and $g$ which correspond to the solution $\phi$ are shown in Fig.1.

If $x = 1$ is the only zero of $f$ in the domain of interest, then $f(1) = 0$ implies, together with equations (1.3) and (1.4), the additional normalization conditions $g(1) = 1$, $f(\lambda^2)^2 = 1$, and $g'(1) = \lambda$, where $g'$ denotes the first derivative of $g$.

In what follows, we restrict our search for solutions of (1.3) and (1.4) to functions $f$ and $g$ which are analytic on the disk $|z - 1| < 1.7$, and which satisfy all of the normalization conditions mentioned above. To this end, it is convenient to change coordinates and to choose $x = 1$ as the new origin. Define two functions $F$ and $G$ by setting $F(z) = f(1 + z)$ and $G(z) = g(1 + z) - 1$. Then the equations (1.3) and (1.4) can be rewritten as

\[
F(z) = \frac{1}{\lambda} F(G(z)), \hspace{1cm} \text{(1.5)}
\]

\[
G(z) = F(-1 + \lambda^2 + \lambda^2 z)^2 - 1, \hspace{1cm} \text{(1.6)}
\]

and the normalization conditions become

\[
F(0) = 0, \quad F(-1 + \lambda^2)^2 = 1, \quad G(0) = 0, \quad G'(0) = \lambda. \hspace{1cm} \text{(1.7)}
\]

Equation (1.5) is known as the Schröder equation. It is of some interest on its own, since the solution $F$ conjugates the function $G$ to its linear part; formally $F(G(F^{-1}(z))) = \lambda z$.

**Definition 1.1.** Let $\mathcal{B}$ be the Banach space of all analytic functions $H$, $H(z) = \sum_{i \geq 0} H_i z^i$, from the disk

\[
\Omega = \{ z \in \mathbb{C} \mid |z| < D \} \hspace{1cm} (1.8)
\]

of radius

\[
D = 1.7 \hspace{1cm} (1.9)
\]

to the complex plane, which have real Taylor coefficients $H_i$ and a finite norm

\[
\|H\| = \sum_{i \geq 0} |H_i| D^i. \hspace{1cm} (1.10)
\]

Furthermore, define $\mathcal{B}_0$ to be the subspace of all functions in $\mathcal{B}$ that vanish at $z = 0$.

In this paper we prove the following.

**Theorem 1.2.** There exist functions $F$ and $G$ in $\mathcal{B}_0$, and a negative real number $\lambda$, such that for every $z \in \Omega$, the values $G(z)$ and $-1 + \lambda^2 + \lambda^2 z$ are in $\Omega$, and the equations (1.5), (1.6), and (1.7) are satisfied.

Our proof of Theorem 1.2 uses estimates that have been carried out by a computer, and that can be verified by other computers. The necessary computer program is included and will be discussed in detail in the following sections. We conclude this introduction
with some remarks concerning our choice of programming language, etc. Other computer–
assisted proofs and an extensive list of papers on interval methods can be found in the
references [C, CC, EKW1· · · EKW2, EW1· · · EW2, FS, FL, KP, KW1· · · KW7, La1· · ·
La4, Lla, LLo, LR1· · · LR3, M, Ra, Se1· · · Se2, St] and [XSC], respectively.

Unfortunately, computer–assisted proofs are usually very hard to read. The computer
programs tend to be lengthy, even for relatively simple problems, and it is often tedious to
verify that mathematical expressions are correctly represented by their programmed ver-
sions. This is because the syntax of traditional programming languages like ADA, Basic,
C, C++, Fortran, Modula2, Pascal etc. is quite different from the syntax that mathe-
maticians are used to, and because in these programming languages, memory allocation,
control structures and the like make up most of the programs. As a consequence, the
simplicity of the ideas underlying computer–assisted proofs is often lost along the way.

There have been attempts to improve this situation, e.g. by adding syntactic features
to a language like Pascal [EMO, XSC]. In this paper we propose to use the programming
language Prolog (Pro
gramming in log
ic). Prolog allows for a syntax close to the one that
mathematicians are used to. In addition, Prolog does not require writing code for memory
allocation etc.

Most computer–assisted proofs in analysis rely on the contraction mapping principle
for proving the existence of solutions to equations in Banach spaces, i.e., equations are
written in the form of a fixed point problem for an appropriate operator \( \mathcal{R} \). This requires,
among other things, an estimate on the norm of the (Fréchet) derivative of \( \mathcal{R} \). Traditionally,
a considerable fraction of the program is taken up by the parts devoted to such estimates.
With Prolog, however, it becomes natural to have the program generate these parts, by
applying the chain rule of differentiation to the operator \( \mathcal{R} \), which is usually composed of
several “building blocks.”

Prolog has been in use for many years now. In spite of that, it did not gain much pop-
ularity outside the Artificial Intelligence community, mainly because, until not too long
ago, efficient implementations of the language were sparse and did not offer reasonable
support for floating point arithmetic. More recently, good implementations which do sup-
port decent floating point arithmetic have become widely available, so that the interested
reader should be able to find a Prolog system which can be used to verify our proof.

In this paper we use Prolog for all the advantages it offers for our type of application.
We do not claim in any way that Prolog is the “perfect programming language.” Indeed,
Prolog is in many respects far from being perfect, and has, like any other language, its
strong and its weak points. We do feel, however, that the main ideas which lead to the
development of Prolog will play a role in the future of programming, and we would like to
bring some of these ideas to the reader’s attention.

This paper has been prepared by using the \( \text{T\kern-.1667em\lower.5ex\hbox{E}\kern-.125emX} \) text processing system. Those readers
who have the corresponding .\text{tex} file can run it through the \( \text{T\kern-.1667em\lower.5ex\hbox{E}\kern-.125emX}\)compiler. This will produce,
along with the usual .\text{dvi} file, a file named proof.pl containing the extraction of the Prolog
lines which make up the main part of our proof.
2. Prolog

At the time of this writing there exists no official standard for Prolog. Many of the better implementation, however, adhere to a de facto standard, known under the name of Edinburgh Prolog, which is described e.g. in [CM]. Most implementations also offer some additional features that go beyond the Edinburgh “standard”. For reasons of compatibility, we chose not to use such features here, with one exception: we use floating point arithmetic, and we require that it be implemented as 64 bit arithmetic according to the IEEE standard, which will be described in Section 3.

There is one part of the Prolog syntax, the operator notation (see Subsection 2.2), that is not entirely standardized within Edinburgh Prolog. A consequence which is relevant here is that the so called precedence classes (certain positive integers) of predefined operators may vary from one implementation to the next. Thus, some readers may have to modify the program in order to get it to behave as intended on their Prolog systems. The necessary changes are minor and are described below.

We note that these issues can be ignored by the reader who is willing to believe that we actually ran our program once with positive outcome. In this case, it suffices to verify the correctness of the program in order to check the proof. Everything that is needed for this step — the program and a description of the Prolog syntax that was used to write it — is provided in this paper.

Our program was developed, for the most part, by using LPA–Prolog [LPA]. It was run with LPA–Prolog on a “80486” personal computer, and with SICStus Prolog [SP] on various Unix workstations. The running time was between 5 and 30 minutes, depending on the system used.

We continue this section with an introduction to Prolog. No additional knowledge of programming, beyond what is presented below, will be necessary to follow the rest of this paper. Should the reader prefer to learn about Prolog first from another source, the classic textbook [CM] is still a very good starting point. Possible continuations include the textbook [SS], or the book [R] which also gives a rather extensive list of Prolog implementations and references for further reading. In what follows, items related to Prolog will be highlighted using this_special_font.

2.1. The Syntax of Prolog Terms

In Prolog, a program consists of data, and there is a single data structure, the term. In order to define its syntax, we introduce the notion of atoms, variables, and numbers:

i) An atom is one of the following four: (1) a finite sequence of alphanumeric or underscore characters, i.e., characters chosen from

```
abcdefghijklmnopqrstuvwxyz
ABCDEFGHIJKLMNOPQRSTUVWXYZ
01234567890
```

starting with a lower case letter; (2) any finite sequence of characters chosen from

```
+ - * / . ~ ? : < > = ^ @ # $ &
```

(3) the exclamation mark, the semicolon, or the pair of square brackets, i.e.,
(4) an “arbitrary” sequence of “arbitrary” characters in single quotes. We shall not specify here the meanings of “arbitrary.” In what follows, the only (important) instance of this case will be the atom ‘,’.

ii) A variable is a finite sequence of alphanumeric or underscore characters, starting with an upper case letter or an underscore. Variables starting with an underscore are called anonymous.

iii) A number is any sufficiently small nonnegative integer, written in base ten “everyday notation,” using numeric characters. The meaning of “sufficiently small” depends on the Prolog implementation and typically stands for “smaller than $2^{31}$.”

As mentioned in the introduction, our proof requires a Prolog implementation that provides 64bit IEEE floating point arithmetic. Most Prologs that provide such numbers also allow to use “them” as syntactic elements. Since we have no need for using such numbers on a syntactic level, we stick, as far as the syntax is concerned, with the Edinburgh definition.

Prolog terms are now defined inductively as follows. A Prolog term comprises a functor and zero, one, or more arguments. The arguments, if there are any, can be either variables, numbers, or again Prolog terms. A functor is characterized by its name (an atom) and its arity (the number of arguments). We will refer to a functor with name \texttt{functor\_name} and arity \texttt{N} by using the customary symbol \texttt{functor\_name/N}.

The standard syntax for a prolog term with functor \texttt{functor\_name/N}, in the cases \texttt{N = 0, 1, 2, \cdots} is (the etc.-dots \cdots are not to be confused with the Prolog atom \ldots)

\begin{verbatim}
functor_name
functor_name(First_argument)
functor_name(First_argument, Second_argument)
\ldots, Last_argument
\end{verbatim}

Here, \texttt{functor\_name} stands for any legal Prolog atom. Arguments have to be separated by commas, but space characters can be added before and after each argument to enhance readability. No white space is allowed between the atom \texttt{functor\_name} and the opening bracket.

\section*{2.2. The Operator Syntax for Prolog Terms}

One fact about Prolog that is of practical importance is that it provides an alternative syntax for terms with one or two arguments: such terms can be written in operator notation. The functor becomes an operator, and, depending on whether this operator is declared as postfix (type xf or yf), prefix (type fx or fy), or infix (type xfx, yfx, xfy, or yfy), its name is written after the argument, before the argument, or between the first and the second argument.

Many operators are already known to standard Prolog. The following is a complete list of all those predeclared operators which are used in this paper. Each entry has the form of a declaration \texttt{op(P,Type,Name)}, specifying the precedence class, the type, and the name of the operator.
The precedence classes specify how a term like

\[ 2+3*4 \]

has to be interpreted. According to the declarations listed above, it has to be read as \(+(2,*(3,4))\). The type \(yfx\) indicates that the operator is left associative, which means e.g. that

\[ 2/3*4 \]

is equivalent to \(*/((2,3),4)\) and not to \(/(2,*(3,4))\). The operator notation of the last term is

\[ 2/(3*4) \]

i.e., we can always use parentheses to overrule the given associativity rules or operator precedence. The space between the operator name / and the opening parentheses is necessary here (in contrast to the standard syntax for terms) in order to avoid possible ambiguities. Thus, we shall always put such spaces, even though most Prolog compilers do not insist on that. Parentheses can also be used redundantly (as we often do in our program) to encapsulate arguments for better readability, e.g., \(2/3*4\) may be written as \((2/3)*4\).

More generally, a letter \(x\) or \(y\) in the Type of an operator \(\text{given}/N\) specifies what kind of argument can be used at the corresponding position in a term with this operator. Restrictions apply (only) if the argument is also a term written in operator notation, without enclosing parentheses. In this case, an \(x\) indicates that the precedence class of the argument–operator has to be lower (a smaller integer) than that of \(\text{given}/N\). A \(y\) is less restrictive and allows the two precedence classes to be equal as well.

We note that the only purpose of precedence classes is to define an order among (classes of) operators, i.e., the absolute size of these numbers is of no importance. For this reason, the precedence class values of predefined operators vary, unfortunately, from one implementation of Prolog to another (though usually not their ordering). Thus, the reader who wishes to run our program should compare the precedence class of predefined
operators with the ones listed above. In case the values do not all agree, some of the lines in the program part presented in Subsection 2.8 below may have to be adapted accordingly.

We shall not present the syntax rules for general expressions involving operators in any more detail. The reader is warned, however, that without such specifications (which are missing in most dialects of Prolog) general expressions involving operators can be ambiguous. We avoid this problem by using only operator expressions which can be translated to the original Prolog syntax by applying just the associativity rules and precedence class rules explained above.

2.3. The List Notation

Prolog offers, besides the operator notation, additional “syntactic sugar” for certain terms with the functor ./2. Namely, terms of the form

```
.(Term, Again)
```

where Term is an arbitrary Prolog term, and where Again is either the atom [] or of the form .(Term, Again), can be written in list notation. For example

```
[1,2,3]
```

is just a simpler way of writing

```
.(1, .(2, .(3, [])))
```

and general lists are defined analogously. In this context the atom [] is called the empty list. Another piece of notation, which defines [X|T] to be the same as .(X,T), provides a convenient way of adding a term at the beginning of a list. In particular, if T stands for the list [Y,Z] then [X|T] is identical to [X,Y,Z]. There is an analogous way of prepending two or more terms to a list. For example, [X,Y|T] is defined as .(X,.(Y,T)), which implies e.g. that [1,2|[3,4]] is the same as [1,2,3,4]. We note that [a] is equivalent to [a|[]], but not to [a,[]]. The latter is a list with two elements; it is syntactically equivalent to .(a, .([],[])).

2.4. The Syntax of Prolog Programs

Syntactically, a Prolog program is a sequence of Prolog terms, each followed by a full stop and a line feed character. (Most versions of Prolog will allow “layout” characters different from line feed.) Such a term in a program is called a clause. If the functor of a clause is the infix operator :-/2, then we call the clause a non unit clause. Otherwise, it will be called a unit clause, unless its functor is the prefix operator :-/1, in which case it is called a headless clause. There are restrictions (which have been partly eliminated in some newer Prolog dialects) on the type of terms that can be used as clauses. In particular, the first argument of :-/2 in a non unit clause has to be a term, i.e., it cannot be a variable or a number, and the functor of this term is not allowed to be one of the operators :-/1, :-/2, and + ,/2. The following is a Prolog program:

```
head.
head :- body.
```
It consists of a unit clause and a non unit clause. The first argument of \( :-/2 \) in a non unit clause is called the head of the clause, and the second argument is called the body. Unit clauses have a head only.

Given a program, we define a predicate to be the set of all clauses whose heads have the same functor, and we (mis)use this functor to refer to the corresponding predicate. Thus, the above example program defines one predicate: \texttt{head/0}.

Below we will see that the operator \( ,/2 \) has a special meaning in non unit clauses of the form \( A :- B_0 , B_1 , \cdots \) and in headless clauses of the form \( :- B_0 , B_1 , \cdots \). For better readability, Prolog allows for the quotes to be suppressed in these cases, i.e., one can simply write \( A :- B_0 , B_1 , \cdots \) and \( :- B_0 , B_1 , \cdots \).

2.5. Matching Terms

Assume that \( T_1 \) is some Prolog term that does not contain any variables. A term \( T_2 \) is said to match \( T_1 \) if it is the same term, or if it contains variables that can be chosen (by instantiating them to numbers or to Prolog terms not containing variables) in such a way that it becomes the same term.

According to this rule, the term \( i(1,2) \) is matched by \( i(1,2) \) and \( i(X,Y) \), but not by \( i(0,1) \). The term \( i(X,X) \) does not match the term \( i(1,2) \), since there is no choice of the variable \( X \) which makes the two terms identical. On the other hand, the term \( i(\_\_\_) \) does match the term \( i(1,2) \), since every anonymous variable is defined to be independent of any other variable.

The matching relation is symmetric. That is, if \( T_2 \) matches \( T_1 \) then \( T_1 \) matches \( T_2 \). In general, matching is defined recursively as follows:

i) If \( X \) is an uninstantiated variable and \( T \) is instantiated to a term or a (representable) number, then \( X \) matches \( T \) and \( X \) becomes instantiated to whatever \( T \) is. If \( X \) and \( Y \) are both uninstantiated variables then \( X \) matches \( Y \), and \( X \) and \( Y \) become synonyms for the same (uninstantiated) variable. An anonymous variable matches anything (that is syntactically correct).

ii) Two Prolog terms match if they have the same functor name and the same number of arguments, and if corresponding arguments match.

For example, the term \( f(X,i(1,Y)) \) matches the term \( f(Y,i(X,1)) \) but not \( f(Y,i(X,2)) \). Also, according to the above definition, \( X \) matches \( f(X) \), but \( i(1,X) \) does not match \( i(X,f(X)) \).
2.6. Program Execution

In this section we give an informal account of how a Prolog program is “executed.” As explained earlier, the intention is not to give a complete description of Prolog, but only to provide enough information so that the reader can check the correctness of our program.

Prolog, as a programming system, is not just the language whose syntax we have introduced above, but it is this language together with an “inference engine” that does some sort of reasoning, as will now be described. There is a way of making Prolog look at a file (in our case the file proof.pl) that contains a program. How this is done precisely is of no importance for the moment. It suffices to know that Prolog starts to look at such a file from the top. In particular, since the various parts of our program will be presented in the order they appear in the file proof.pl, we can imagine Prolog to be watching over our shoulders and reading along, as we go over each of these parts. If Prolog encounters a unit clause or a non unit clause, it does nothing except “memorizing” the clause by adding it to the bottom of some (internal) list, also called the database.

The idea is that Prolog acquires knowledge by adding clauses to its database. Roughly speaking, a unit clause $H$ declares a fact “$H$ is true”, and a non unit clause $H:-B$ is a rule “$H$ is true if $B$ is true” that can be used to infer new facts from facts that are already known. Such an inference is started when Prolog encounters a headless clause.

A headless clause $:-G$ is interpreted as an instruction to “satisfy $G$”. In this context, $G$ is also called a goal. When Prolog encounters such a headless clause, it tries to satisfy $G$ (in a way to be explained) by using the clauses that are already in the database. If this is impossible, Prolog stops and communicates to the user some sort of error message. Otherwise, Prolog continues reading the program until it reaches the next headless clause, or until it arrives at the end of the file containing the program, in which case it also stops and communicates to the user that it has been successfully building up a database. (If required one can then ask Prolog to look at another file containing more clauses, etc.)

We now explain how Prolog tries to satisfy a goal $G$. First, we note that there are two possible outcomes: either $G$ is satisfied, or else it fails. A satisfied goal is interpreted as a true statement. By contrast, a failed goal should not be interpreted as a false statement, but rather as a statement whose truth value is not determined by the facts and rules contained in the database.

Assume now that $G$ is a goal whose functor is not $',/2$. In its attempt to satisfy this goal, Prolog starts at the beginning of the database and checks, one clause after another, whether or not $G$ matches the head of the clause (in the sense explained in Subsection 2.5). If Prolog finds a unit clause $H$ that matches $G$, then the goal $G$ is satisfied. Alternatively, if Prolog gets to a non unit clause $H:-B$ whose head $H$ matches $G$, then it tries to satisfy the goal $B$ (possibly with some of its variables being instantiated through the matching with $H$), and if $B$ becomes true then so does $G$. To satisfy $B$, Prolog proceeds recursively. In particular, if the functor of $B$ is not $',/2$, then the database is searched (again from the top) for a clause whose head matches $B$, etc. If $B$ fails, then Prolog backtracks and tries to satisfy $G$ in a different way, by continuing its search of the database with the clauses following $H:-B$, in the same state as it would have been in the case where $G$ did not match $H$. Should Prolog arrive at the end of the database, with all clauses checked and none of them satisfying $G$, then the goal $G$ fails.
We note that by matching the goal \( G \) with the head of a clause \( C \) in the database, Prolog makes a choice: \( C \) becomes the first clause used in the current attempt to prove (satisfy) \( G \). Before making this choice, Prolog saves all the information needed to be able to backtrack to the same pre-choice state. Prolog will backtrack to this state later if no proof of \( G \) can be found that starts with \( C \), or if such a proof was found but an alternative proof is needed. In both of these cases, Prolog tries to satisfy \( G \) in a different way, by continuing its search of the database with the clauses following \( C \). From this point on, the above-mentioned pre-choice state is no longer available for backtracking, since both choices (using \( C \), or skipping \( C \)) have already been tried.

Consider now the case where the goal is of the form \( G_1', G_2 \). The operator ','/2 corresponds to the logical “and”. But as a goal, \( G_1', G_2 \) should be read as “\( G_1 \) and then \( G_2 \)”. Thus, in order to satisfy \( G_1', G_2 \), Prolog has to satisfy first \( G_1 \) and then \( G_2 \). Assume now that \( G_1 \) was found to be true. The next step is to satisfy the goal \( G_2 \). Here, it is important to note that some variables in \( G_2 \) may be instantiated as a result of matches from previous steps. Thus, if \( G_2 \) fails at this point, then Prolog will consider alternative ways of satisfying \( G_1 \), by backtracking to the most recently saved state available and proceeding as described above. Each time Prolog finds a new proof for \( G_1 \), it tries again to satisfy \( G_2 \), and if this succeeds then \( G_1', G_2 \) is true. The goal \( G_1', G_2 \) will fail only if \( G_1 \) fails, or if \( G_2 \) fails after each proof of \( G_1 \).

### 2.7. Built-in Predicates.

Besides predeclared operators, Prolog also includes a set of predefined predicates. The following is a complete list of all built-in predicated that are used in our program:

- /=2
- =../2
- is/2
- >/2
- <\2
- =</2
- >=/2
- asserta/1
- op/3
- write/1
- nl/0
- !/0

We note that the list in Subsection 2.2 contains some additional operators that are not mentioned here. Those operators have a special meaning only on a syntactic level.

Some built-in predicates are provided for convenience only (=/2 is of this type), i.e., they could also be defined by the user. The others are not predicates in the sense defined in Subsection 2.4. Some of them behave just like ordinary predicates, from the point of view of program execution, but include features that the user could not implement (=../2 is of this type), or not implement easily (is/2, </2, >/2, =</2 and >/2 are of this type). Still
others (like `asserta/1`, `op/3`, `write/1`, `nl/0` and `!/0`) make goals that are always satisfied, but that have side-effects. We now explain the semantics of each of these predicates.

`=2/2` behaves as if defined as `X=X`, i.e., it simply matches two terms.

`=../2` allows one to decompose a given term `T` into its functor and its arguments. If `L` is an uninstantiated variable and `T` is instantiated to `functor_name(Arg1, Arg2, ···)`, then `T =../L` is satisfied and `L` gets instantiated to the Prolog list `[functor_name, Arg1, Arg2, ···]`.

`is/2` evaluates arithmetic expressions. If `X` is an uninstantiated variable, and if `T` is a number (or representable number, see Section 3) or a Prolog term whose functor is one of the basic arithmetic operators (unary minus, addition, subtraction, multiplication, and division) and whose arguments are (variables instantiated to) either numbers or again terms of the same form, then `X is T` is satisfied, and `X` gets instantiated to the (approximate, in the sense of Section 3) evaluation of the arithmetic expression `T`.

`X > Y` is satisfied if the variables `X` and `Y` are instantiated to numbers (any representable number in the sense of Section 3 is allowed here), and if `X` is greater than `Y`. The situation is analogous for goals with the predicates `</2`, `>=/2` and `=/2`, which implement the order relations “less than”, “greater than or equal”, and “less than or equal”, respectively.

`asserta(T)` is satisfied if `T` is a Prolog term that can be interpreted as a clause. This clause is then added at the beginning of the Prolog database.

`op(P,Type,Name)` is satisfied if `P` is a positive integer less than the precedence class of `:-/1` and `:-/2`, if `Type` is one of the atoms `xf`, `yf`, `fx`, `fy`, `xfx`, `xfy`, `yfx` or `yfy`, and if `Name` is any atom (except for names of predefined operators). As a side-effect, the Prolog syntax is changed: the atom `Name` is considered to be the name of an operator with precedence class `P` and of associativity type `Type`, as explained in Subsection 2.2.

`write(A)` is satisfied if `A` is an atom. As a side-effect, `A` is written to the current output stream (e.g. the terminal).

`nl` is always satisfied, and it has the side-effect of writing a newline character to the current output stream.

`!(read “cut”)` always succeeds, and as a side-effect, it commits Prolog to all the choices made since the parent goal was unified with the head of the clause containing the cut. Our programs uses cuts only to help the Prolog system economize memory usage; it runs correctly even if all cuts are removed. Thus, when reading our program, the reader can safely ignore the cuts. (See [CM, R, SS] for an introduction to the cut predicate and [Llo] for a possibility of defining its semantics.)
2.8. Syntax Used in the Proof

Any line that is highlighted in this special font and appears in “display style”, i.e. like this

is part of our program from now on. To begin with, we declare a few operators which will allow us to write the rest of the program in a syntax that is close to the familiar notation of mathematics:

```prolog
:-op(700,xfx,is_a_safe_upper_bound_on).
:-op(700,xfx,is_a_safe_lower_bound_on).
:-op(700,xfx,enlarges).
:-op(700,xfx,contains).
:-op(700,xfx,approximates).
:-op(700,xfx,lt).
:-op(600,xfy,of).
:-op(500,xfx,at).
:-op(300,yfx,o).
:-op(200,xf,inverse).
:-op(200,xf,**).
```

Later on, we will define predicates associated with the first six operators declared in this list. The operators `at/2`, `of/2`, `o/2`, `inverse/1`, and `**/2`, are used for syntactic convenience only.

3. 64bit IEEE Arithmetic and Rounding

The 64bit IEEE standard for floating point arithmetic [IEEE] specifies two things: a format for floating point numbers, and rules concerning rounding after the operations `+`, `−`, `∗` and `/.`

Unfortunately, the IEEE standard comes in several flavors. In the present context, this means that the semantics of the predicate `is/2` may differ from one Prolog system to the next, even if both comply with “the” IEEE standard. In our program we avoid this problem by restricting `is/2` to a domain where all versions of the standard agree.

In 64bit IEEE arithmetic, a number is represented with 64 bits of memory: 1 bit for the sign of the number, 11 bits for an exponent, and 52 bits for a mantissa. There is a convention which identifies the state of a bit with the integers zero and one, e.g., any given state of the 11 exponent bits determines, via the base 2 representation for nonnegative integers, an integer $e$ in the range $0 \leq e \leq 2047$. A real number $r$ is now associated with any bit pattern of 64 bits for which $0 < e < 2047$, and $r$ is defined by the equation

$$r = \pm 1.m \ 2^{e-(2^{10}-1)},$$

where $+$ or $-$ is chosen according to whether the sign bit is zero or one, and where $m$ is a base 2 mantissa given by the sequence of zeros and ones associated with the 52 mantissa bits. In addition, the bit pattern consisting of 64 zeros is used to represent $r = 0$. 
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Definition 3.1. A real number \( r \) is called representable if it is either zero, or if it can be written in the form (3.1), subject to the above–mentioned restrictions on \( e \) and \( m \). The set of all representable numbers will be denoted by \( \mathbb{R} \).

Remark. On many systems, integers between \(-2^{31} \) and \(2^{31} - 1\) are represented in the “32bit two’s complement format”, and not in the 64bit IEEE floating point format. However, since all these integers are representable numbers, too, and since 64bit IEEE arithmetic computes without rounding errors with these integers, there will be no need for distinguishing the two internal representations, and we will not make any mention of it anymore.

We note that the smallest and largest positive representable numbers are \( 2^{-1022} \approx 2 \cdot 10^{-308} \) and \((2 - 2^{-52}) \cdot 2^{1023} = (1 - 2^{-53}) \cdot 2^{1024} \approx 1.8 \cdot 10^{308} \), respectively. Other “interesting” numbers are the smallest representable number larger than one, \( 1 + 2^{-52} \), and the next nearest neighbor in \( \mathbb{R} \) to the left of one, \( 1 - 2^{-52} \).

In what follows, a number described by the 64bit IEEE standard will be referred to as “IEEE number”. This includes not only what we call here representable numbers, but (among others) also some additional numbers between \( \pm 2^{-1022} \), associated with bit patterns for which \( e = 0 \).

Besides defining a number format, the IEEE standard also specifies the precision to which arithmetic computations have to be carried out. Let \( r_1 \) and \( r_2 \) be two arbitrary IEEE numbers, and let \( \# \) be any of +, -, *, or /. If \( r_1 \# r_2 \) is not an IEEE number, but not larger or smaller than every IEEE number (case of an overflow), then the approximate result computed for \( r_1 \# r_2 \) is guaranteed to be either the largest IEEE number smaller than \( r_1 \# r_2 \), or the smallest IEEE number larger than \( r_1 \# r_2 \). If \( r_1 \# r_2 \) is an IEEE number, then the IEEE standard prescribes that the computed result for \( r_1 \# r_2 \) be exact. In particular, the computed result is exact if either \( r_1 = 0 \), or if \( r_2 = 0 \) and \( \# \) is not division. Also, if we avoid overflow or underflow (see below), then multiplication and division of a representable number by two are always carried out exactly, since, in terms of the representation (3.1), this just corresponds to increasing or decreasing \( e \) by one. The IEEE standard also requires that the tests \( r_1 = r_2 \), \( r_1 < r_2 \), \( r_1 > r_2 \), \( r_1 \leq r_2 \), and \( r_1 \geq r_2 \) be implemented correctly.

One of the problems of floating point arithmetic, besides overflow, is the so called “silent underflow to zero.” For example, if \( r \) is a sufficiently small positive IEEE number, then a computer conforming with the IEEE standard can approximate \( r \times r \) by zero. This behavior is usually not considered a problem, and typically no execution error is raised (whence the expression silent underflow). But there are cases where it is important to know whether the result of an arithmetic operation is really zero or just very close to zero. Below, we will restrict our usage of IEEE numbers to a subset for which neither underflow nor overflow can occur.

For convenience later on, we define now two predicates, \texttt{negative_power_of_two/2} and \texttt{positive_power_of_two/2}, for computing integer powers of two within the representable range. We start with the case of negative powers. The desired effect is that if \( N \) is a given integer, then \texttt{negative_power_of_two}(\( X, N \)) becomes true as a goal if and only if \( 0 \leq N \leq 1022 \) and \( X = 2^{-N} \). Our definition of \texttt{negative_power_of_two/2} starts with the true statement \( 1 = 2^0 \).
negative_power_of_two(1,0):-
  !.

The other cases are covered recursively by the clause

negative_power_of_two(X,N):-
  N>0,
  N=<1022,
  M is N-1,
  negative_power_of_two(Y,M),
  X is Y/2,
  !.

where we first check that \( N \) is within the allowed range, then compute \( 2^{-(N-1)} \), and then divide the result by two. The predicate positive_powers_of_two can now be defined by using the fact that \( 2^N = 1/2^{-N} \),

positive_power_of_two(X,N):-
  negative_power_of_two(Y,N),
  X is 1/Y,
  !.

In order to avoid any kind of difficulties related to underflow and overflow, and to make our program compatible with every version of the 64bit IEEE standard, we will check explicitly that arithmetic operations are carried out within a (somewhat arbitrary) “safe range”.

**Definition 3.2.** We define the safe range \( S \) to be the set

\[
S = \{ r \in \mathcal{R} \mid 2^{-500} < |r| < 2^{500} \} \cup \{0\},
\]  

where \( \mathcal{R} \) is the set of representable numbers defined above.

Fig. 2: Positive representable numbers and positive part of safe range

In Prolog we define the positive (part of the) safe range with a predicate that makes \texttt{lower_bound_on_positive_safe_range(X)} true if and only if \( X \) is \( 2^{-500} \), and a predicate that makes \texttt{upper_bound_on_positive_safe_range(X)} true if and only if \( X \) is \( 2^{500} \). In
In order to avoid having to compute $2^{\pm500}$ each time one of these predicates is used, we will define them in the form `:-B,asserta(H)` instead of `H:-B`. This is done as follows:

```
:- negative_power_of_two(X,500),
    asserta(lower_bound_on_positive_safe_range(X)).
```

We note that this is the first place where Prolog encounters a headless clause. Prolog starts by trying to satisfy the goal `negative_power_of_two(X,500)`. This succeeds, while `X` is being instantiated to $2^{-500}$. Then the clause `lower_bound_on_positive_safe_range(X)`, where `X` is now equal to $2^{-500}$, is prepended to the internal database. This defines a predicate `lower_bound_on_positive_safe_range/1`. Similarly,

```
:- positive_power_of_two(X,500),
    asserta(upper_bound_on_positive_safe_range(X)).
```

In what follows, $r_1$ and $r_2$ denote fixed but arbitrary numbers in the safe range, except in a division $r_1/r_2$, where we exclude $r_2 = 0$. In addition, a “computation” will always refer to a computation carried out by a given but arbitrary system that conforms to the 64bit IEEE standard. These restrictions guarantee e.g. that no underflow or overflow occurs in the computation of $r_1#r_2$, and that the result always has the correct sign (plus, minus, or zero).

Assume now that $r_1#r_2$ is nonzero. Then the computation of $r = r_1#r_2$ yields a nonzero representable number $r_c$ which is not necessarily in the safe range, but which can still be multiplied by $u = 1 + 2^{-52}$ and $d = 1 - 2^{-52}$, without causing underflow or overflow. Let $r_c^\geq$ and $r_c^\leq$ be the representable numbers obtained from a computation of the product $r^\geq = r_c*x$ and $r^\leq = r_c*y$, respectively, where $(x,y) = (u,d)$ if $r_c$ is positive, and $(x,y) = (d,u)$ if $r_c$ is negative. By using the IEEE specifications given above, it is easy to verify that $r_c^\leq$ is either the nearest or next nearest neighbor in $\mathcal{R}$ to the left of $r_c$, and that $r_c^\geq$ is either the nearest or next nearest neighbor in $\mathcal{R}$ to the right of $r_c$. As a result, we have $r_c^\leq < r < r_c^\geq$.

**Definition 3.3.** Given a representable number $x$, we say that a representable number $t$ is a safe upper bound on $x$ if either $t = x = 0$, or if there exists a number $s \in \mathcal{S}$, with the same sign as $x$, such that $x < t \leq s$; and we say that $t$ is a safe lower bound on $x$ if either $t = x = 0$, or if there exists a number $s \in \mathcal{S}$, with the same sign as $x$, such that $s \leq t < x$.

Below, whenever we compute $r_c^\leq$ and $r_c^\geq$, we will also verify that these numbers are safe lower and upper bounds, respectively, on the number $r_c$. These two properties together imply that both $r_c^\leq$ and $r_c^\geq$ are in the safe range.

This shows that (and how) it is possible to compute bounds on the result of an arithmetic operation using IEEE floating point arithmetic. In order to implement these ideas in Prolog, we first define two predicates `up/1` and `down/1`, such that `up(Up)` is true for $Up = 1 + 2^{-52}$,

```
:- negative_power_of_two(X,52),
    Up is 1+X,
    asserta(up(Up)).
```

and `down(Down)` is true with $Down = 1 - 2^{-52}$,

```
:- negative_power_of_two(X,52),
    asserta(down(Down)).
```
Down is 1-X,
asserta(down(Down)).

Let now \( r_c = Y_1 \) be a nonzero representable number obtained from a computation of \( r = r_1 \# r_2 \) with \( r_1 \) and \( r_2 \) in the safe range. Then the upper bound \( r^\geq \) on \( r \), which was described above, can be computed by using the following predicate which makes \( Y_2 \) \is_a_safe_upper_bound_on\ Y_1 \true if \( Y_2 \) is equal to \( r^\geq \) and a safe upper bound on \( Y_1 \). The case of positive \( Y_1 \) is covered by the clause

\[
Y_2 \is_a_safe_upper_bound_on Y_1: -
\]
\[
Y_1 > 0, 
\up(Up), 
Y_2 \text{ is } Up \times Y_1, 
\text{upper_bound_on_positive_safe_range}(U), 
Y_2 < U, 
!.
\]

and the following applies if \( Y_1 \) is negative:

\[
Y_2 \is_a_safe_upper_bound_on Y_1: -
\]
\[
Y_1 < 0, 
\down(Down), 
Y_2 \text{ is } Down \times Y_1, 
\text{lower_bound_on_positive_safe_range}(L), 
Lm \text{ is } -L, 
Y_2 < Lm, 
!.
\]

According to the Definition 3.2 we also have to add a clause like

\[
Z \is_a_safe_upper_bound_on Z: -
\]
\[
Z \geq 0, 
Z \leq 0, 
!.
\]

Similarly, the predicate \is_a_safe_lower_bound_on/2\ is used to compute the number \( r^\leq \) and to perform the indicated check. It can be expressed easily in terms of the predicate \is_a_safe_upper_bound_on/2\ as follows:

\[
X_2 \is_a_safe_lower_bound_on X_1: -
\]
\[
Y_1 \text{ is } -X_1, 
Y_2 \is_a_safe_upper_bound_on Y_1, 
X_2 \text{ is } -Y_2, 
!.
\]
4. Interval Analysis

In this section we will describe in general terms the type of bounds that are used in computer-assisted proofs. The description is independent of the other parts of the paper, but not vice versa: we will refer to this section for the definition of a “bound on a map” and for the notion of “standard sets”.

Given any set Σ, denote by \( \mathcal{P}(\Sigma) \) the set of all subsets of \( \Sigma \). Let now \( \Sigma \) and \( \Sigma' \) be two sets, and let \( f \) and \( g \) be maps from \( \mathcal{D}_f \subseteq \mathcal{P}(\Sigma) \) and \( \mathcal{D}_g \subseteq \mathcal{P}(\Sigma) \), respectively, to \( \mathcal{P}(\Sigma') \).

**Definition 4.1.** We say that \( g \) is a bound on \( f \), in symbols \( g \geq f \), if \( \mathcal{D}_f \supseteq \mathcal{D}_g \), and if \( f(S) \subseteq g(S) \) for all \( S \in \mathcal{D}_g \).

Bounds of this type have some general properties which make it possible to estimate complicated maps in terms of simpler ones, and to “mechanize” such estimates. In particular, if \( g = g_1 \circ g_2 \) (composition) is well defined, with \( g_1 \geq f_1 \) and \( g_2 \geq f_2 \), then \( f = f_1 \circ f_2 \) is well defined and \( g \) is a bound on \( f \).

In order to implement this idea in practice, we need to be able to verify that bounds can be composed, i.e., that the range of one bound is contained in the domain of the next. With this in mind we adopt the following procedure:

a) Given \( \Sigma \) and \( \Sigma' \), we specify two collections of sets,

\[
\text{std}(\Sigma) \subset \mathcal{P}(\Sigma), \quad \text{std}(\Sigma') \subset \mathcal{P}(\Sigma').
\]  

(4.1)

b) Given a map

\[
f: \mathcal{P}(\Sigma) \supseteq \mathcal{D}_f \to \mathcal{P}(\Sigma'),
\]  

(4.2)

we construct a bound on \( f \) within the class of maps

\[
g: \text{std}(\Sigma) \supseteq \mathcal{D}_g \to \text{std}(\Sigma').
\]  

(4.3)

The elements of \( \text{std}(\Sigma) \) will be referred to as the standard sets for \( \Sigma \). Unless specified otherwise, the standard sets for a Cartesian product \( \Sigma \times \Sigma' \) will be defined by setting

\[
\text{std}(\Sigma \times \Sigma') = \text{std}(\Sigma) \times \text{std}(\Sigma').
\]  

(4.4)

In most of our applications, the primary object of interest is not a map on power sets, but a map \( \varphi \) from some subset \( \mathcal{D}_\varphi \) of \( \Sigma \) to \( \Sigma' \). In this case, the indicated procedure is applied after we lift \( \varphi \) in the canonical way to a set map \( f \) with domain \( \mathcal{D}_f = \mathcal{P}(\mathcal{D}_\varphi) \), by setting

\[
f(S) = \{s' \in \Sigma' \mid s' = \varphi(s) \text{ for some } s \in S\}
\]  

(4.5)

for every \( S \in \mathcal{D}_f \). By definition, a map \( g \) is a bound on \( f \) if and only if \( S \in \mathcal{D}_f \) and \( f(S) \subseteq g(S) \), for all \( S \in \mathcal{D}_g \). Here, the latter holds if and only if \( s \in \mathcal{D}_\varphi \) and \( \varphi(s) \in g(S) \), whenever \( s \in S \in \mathcal{D}_g \).

In this paper, a bound \( g \) on \( f: \mathcal{P}(\Sigma) \supseteq \mathcal{D}_f \to \mathcal{P}(\Sigma') \) will be specified in Prolog by means of clauses for a predicate contains/2. The definition will be such that if \( S \in \text{std}(\Sigma) \), then \( G \text{ contains } f(S) \) is true if and only if \( S \) is in the domain of \( g \) and \( G = g(S) \).
5. Elementary Operations with Real Numbers

In this section we introduce a systematic way of computing “with real numbers”. Following the procedure outlined in Section 4, we start by defining the standard sets for $\mathbb{R}$.

**Definition 5.1.** $\text{std}(\mathbb{R})$ is defined to be the collection of all closed real intervals $i(X,Y)$ of the form
\[
i(X,Y) = \{ r \in \mathbb{R} \mid X \leq r \leq Y \},
\]
with $X \leq Y$ elements of $S$.

Consider now the function unary minus which maps a real number $r \in \mathbb{R}$ to its negative $-r$. The canonical lift of this map to $\mathcal{P}(\mathbb{R})$ associates to any given $I \in \mathcal{P}(\mathbb{R})$ the set
\[
-(I) = \{ r \in \mathbb{R} \mid r = -x \text{ for some } x \in I \}.
\]

A bound $g$, in the sense of Section 4, on the lifted unary minus is obtained by setting $D_g = \text{std}(\mathbb{R})$ and defining $g(I) = -(I)$ for all sets $I \in D_g$. The following clause for `contains/2` implements this definition, i.e., for any given standard set $I$, the goal $I1 \text{ contains } -I$ becomes true if and only if $I1 = g(I)$.

\[
i(X1,Y1) \text{ contains } -i(X,Y):-
\]
\[
X1 \text{ is } -Y,
Y1 \text{ is } -X,
!.
\]

Here, we have used that if $r$ is a safe number then so is $-r$, and that the computation of $-r$ from $r$ is done exactly.

Our second bound is on the absolute value function. Let $i(P,Q)$ be a fixed but arbitrary standard set for $\mathbb{R}$. It is easy to check that the following holds independently of whether this set contains zero, or only positive numbers, or only negative numbers: if $X$ is the largest of the numbers zero, $P$ and $-Q$, and if $Y$ is the negative of the smallest of the same three numbers, then $i(X,Y)$ is a standard set that contains the absolute value $|r|$ of any number $r$ in $i(P,Q)$. In Prolog, this fact is stated by the clause
\[
i(X,Y) \text{ contains } \text{abs}(i(P,Q)):-
\]
\[
N \text{ is } -Q,
\]
\[
\text{sort_numbers}([0,P,N],[R,_,X]),
Y \text{ is } -R,
!.
\]

where 0 is the number zero. The predicate `sort_numbers/2` used here is defined in Subsection 13.3. If $L1$ is a list of numbers, then `sort_numbers(L1,L2)` is satisfied if and only if $L2$ matches the list which is obtained by sorting the members of $L1$ in increasing order. As in the case of the unary minus, the given clause for `contains/2` defines a bound with domain $\text{std}(\mathbb{R})$ on the (set map associated with the) function considered.

The bounds to be defined next deal with functions of the form $\varphi((r_1,r_2)) = r_1 \# r_2$, where $\#$ is one of the binary operators $+$, $\ast$, or $\div$. One of the things that distinguishes these functions from the ones discussed so far is that they need not be evaluated exactly on the computer, even if $r_1$ and $r_2$ are in $S$, as we shall now assume. However, as far as bounds
are concerned, it is sufficient to find an interval \( i(X_1, Y_1) \) that contains \( r_1 \# r_2 \), given an interval \( i(X, Y) \) that contains the computed value for \( r_1 \# r_2 \). The following predicate \texttt{enlarges/2} serves this purpose:

\[
\texttt{i}(X_1, Y_1) \texttt{ enlarges } \texttt{i}(X, Y):- \\
X_1 \text{ is a safe lower bound on } X, \\
Y_1 \text{ is a safe upper bound on } Y, \\
!.
\]

To be more precise, if \( X \leq Y \) are given representable numbers (not necessarily in the safe range), then \( i(X_1, Y_1) \texttt{ enlarges } \texttt{i}(X, Y) \) is satisfied if and only if the indicated safe lower bound \( X_1 \) and safe upper bound \( Y_1 \) can be found, in which case \( i(X_1, Y_1) \) is a standard set with the above-mentioned property, as explained in Section 3. A typical application of \texttt{enlarges/2} is given in the next clause.

Consider now the sum function from \( \mathbb{R} \times \mathbb{R} \) to \( \mathbb{R} \). The corresponding set map assigns to a pair \((I_2, I_3)\) in \( \mathcal{P}(\mathbb{R}) \times \mathcal{P}(\mathbb{R}) \) the set

\[
I_2 + I_3 = \{ r \in \mathbb{R} \mid r = x + y \text{ for some } x \in I_2, y \in I_3 \}
\]  

in \( \mathcal{P}(\mathbb{R}) \). The following clause defines a bound on this map:

\[
\texttt{i}(X_1, Y_1) \texttt{ contains } \texttt{i}(X_2, Y_2)+\texttt{i}(X_3, Y_3):- \\
X \text{ is } X_2+X_3, \\
Y \text{ is } Y_2+Y_3, \\
i(X_1, Y_1) \texttt{ enlarges } \texttt{i}(X, Y), \\
!.
\]

As indicated in Section 4, the domain of this bound is the set of all pairs \((I_2, I_3)\) in \( \text{std}(\mathbb{R}) \times \text{std}(\mathbb{R}) \) for which \( I_1 \texttt{ contains } I_2+I_3 \) is true. In this case, the domain is determined by the predicate \texttt{enlarges/2} which is used in order to compensate for possible rounding errors introduced by \texttt{is/2}, and to make sure that the returned result \( I_1 \) is again a standard set.

The same description applies to our bound on the product of (sets of) real numbers, if \( + \) is replaced by \( \ast \). The bound itself is defined as follows:

\[
\texttt{i}(X_1, Y_1) \texttt{ contains } \texttt{i}(X_2, Y_2)\ast\texttt{i}(X_3, Y_3):- \\
A \text{ is } X_2\ast X_3, \\
B \text{ is } X_2\ast Y_3, \\
C \text{ is } Y_2\ast X_3, \\
D \text{ is } Y_2\ast Y_3, \\
sort_numbers([A,B,C,D],[X,\_\,\_,\_,Y]), \\
i(X_1, Y_1) \texttt{ enlarges } \texttt{i}(X, Y), \\
!.
\]

Here, we have used that the product of two standard sets \( I_2 \) and \( I_3 \) is an interval, and that the endpoints of this interval can be computed as the maximum and minimum of four products made up from the endpoints of the intervals \( I_2 \) and \( I_3 \). As in the case of the absolute value function, we find the maximum and the minimum by sorting.

We note that the difference function can be defined in terms of the sum and the unary minus. Since bounds can be composed (in the sense of Section 4), it suffices to give a
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general rule for this case. Such general rules are given in Subsection 13.1. An analogous remark applies to the quotient function.

This brings us to the function “inverse” which maps a real number \( r \) in \( D = \mathbb{R} \setminus \{0\} \) to \( 1/r \). Its lift to \( \mathcal{P}(D) \) is defined by setting

\[
I \text{ inverse} = \{ r \in \mathbb{R} \mid r = 1/x \text{ for some } x \in I \},
\]

for every \( I \in \mathcal{P}(D) \). A bound on this map is defined by the following clause:

\[
\text{i}(X1,Y1) \text{ contains } (\text{i}(X2,Y2) \text{ inverse}):-
\]
\[
P \text{ is } X2*Y2,
\]
\[
P>0,
\]
\[
X \text{ is } 1/Y2,
\]
\[
Y \text{ is } 1/X2,
\]
\[
\text{i}(X1,Y1) \text{ enlarges } \text{i}(X,Y),
\]
\[!.
\]

The purpose of the condition \( P>0 \) is to restrict the domain of this bound to standard sets that do not contain the number zero.

Finally, we consider the function that maps a real number \( r \) to \( r^N \), where \( N \) is some (sufficiently small) non-negative integer. By convention, \( r^0 = 1 \) for all \( r \). The lift to \( \mathcal{P}(\mathbb{R}) \) of this function can be obtained by composing \( I \mapsto [I,i(1,1)] \) with the \( N \)-th iterate \( f_N \) of the map \( f : [I,J] \mapsto [I,I*J] \), followed by the projection \( [I,J] \mapsto J \). In order to get a bound on \( f_N \), it suffices to give here a bound on the map \( f \), such as the one defined by

\[
[I,J1] \text{ contains } f \text{ of } [I,J] :-
\]
\[
J1 \text{ contains } I*J,
\]
\[!.
\]

The rest is taken care of by a general clause for powers (iterates) of a map, given in Subsection 13.1. A bound on \( I \mapsto I^N \) can now be defined as follows:

\[
\text{i}(Xn,Yn) \text{ contains } \text{i}(X,Y)**N: -
\]
\[
[_,i(Xn,Yn)] \text{ contains } f**N \text{ of } [i(X,Y),i(1,1)],
\]
\[!.
\]

This completes our discussion of the basic operations on the standard sets for \( \mathbb{R} \). The next step will be to establish bounds for operations on polynomials, which are the simplest functions in the Banach space \( \mathcal{B} \). However, in order to motivate our choices, we first reformulate the proof of Theorem 1.2 as a fixed point problem, so that it will become clear what operations are needed.
6. The Contraction Mapping Principle

We prove the existence of a solution to (1.1) by applying the contraction mapping principle to an operator $R$ which has the desired solution as a fixed point. The operator $R$ will be defined on an open ball

$$U_\beta(G_0) = \{ G \in B_0 \mid \|G - G_0\| < \beta \}$$  \hspace{1cm} (6.1)

of radius $\beta = 2^{-18}$, centered at some polynomial $G_0 \in B_0$ to be chosen later on. In Prolog, $\beta$ is specified by the clause

```
radius_of_ball_in_function_space(Beta):-
negative_power_of_two(Beta,18).
```

Let now $G$ be a fixed but arbitrary function in $U_\beta(G_0)$. Then $R(G)$ is defined through the following sequence of steps:

i) Find a solution of the Schröder equation (1.5)

$$F(z) - \frac{1}{\lambda} F(G(z)) = 0,$$ \hspace{1cm} (6.2)

where $\lambda = G'(0)$. This equation will be solved by an iterative procedure (see Section 10). The result is a one–parameter family of solutions $F = cF$, and we will see that $F$ lies in $B_0$ and that $c$ can be chosen such that $F(-1 + \lambda^2) = 1$.

ii) Compose $F$ with the function $z \mapsto -1 + \lambda^2 + \lambda^2 z$ to obtain $F_1$,

$$F_1(z) = F(-1 + \lambda^2 + \lambda^2 z).$$ \hspace{1cm} (6.3)

We will show that $F_1$ is an element of $B$.

iii) Define $F_2$ to be the square of $F_1$,

$$F_2(z) = F_1(z)^2.$$ \hspace{1cm} (6.4)

iv) Normalize $F_2$ according to (1.6) and (1.7), by setting

$$F_3(z) = F_2(z)/F_2(0) - 1.$$ \hspace{1cm} (6.5)

This function $F_3$ may seem like a natural candidate for $R(G)$, since $F_3 = G$ would imply that the functions $F = cF$ and $G$ have the properties described in Theorem 1.2. However, the map $G \mapsto F_3$ is not a contraction: it has “one unstable direction” which is roughly parallel to the identity function. We thus add the following step:

v) Let $\lambda = F_3'(0)$ and define $R(G)$ by the equation

$$R(G)(z) = F_3(z) - 1.72(\lambda - \tilde{\lambda})z.$$ \hspace{1cm} (6.6)

The value 1.72 has been found empirically; see also the footnote in Section 12. In Prolog we define (a standard set containing) this number with the predicate `contraction_factor/1`,
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We note that if \( G \) is a fixed point of \( \mathcal{R} \), then equation (6.6) implies that \( \lambda = \tilde{\lambda} - 1.72(\lambda - \tilde{\lambda}) \).

As a consequence we have \( \tilde{\lambda} = \lambda \), and thus \( G = F_3 \). This in turn implies that the functions \( F \) and \( G \) have the properties described in Theorem 1.2.

The remaining part of this paper will be devoted to the proof of the following theorem, which implies Theorem 1.2.

**Theorem 6.1.** There exist two positive real numbers \( \rho < 1 \) and \( \varepsilon < (1 - \rho)\beta \), and a polynomial \( G_0 \in \mathcal{B}_0 \) of degree nine (all three defined below), such that the following holds.

The operator \( \mathcal{R} \) is well defined and continuously differentiable as a map from \( U_\beta(G_0) \) to \( \mathcal{B}_0 \), and at any given point \( G \in U_\beta(G_0) \), the operator norm of its derivative \( D\mathcal{R}(G) \) is bounded by \( \rho \),

\[
\| D\mathcal{R}(G) \| \leq \rho \quad (\approx 0.94).
\]

Furthermore, \( \mathcal{R}(G_0) \) lies within distance \( \varepsilon \) of \( G_0 \),

\[
\| \mathcal{R}(G_0) - G_0 \| \leq \varepsilon \quad (\approx 1.3 \cdot 10^{-7}).
\]

By the contraction mapping principle, this theorem implies that \( \mathcal{R} \) has a fixed point \( G^* \) in \( U_\beta(G_0) \), and that

\[
\| G^* - G_0 \| \leq \frac{\varepsilon}{1 - \rho}.
\]

7. Bounds Involving Polynomials

Let \( V \) be the vector space of polynomials over the real numbers. In this section we define bounds on maps from \( V \), or from \( V \times V \), to \( V \) or to \( \mathbb{R} \). Following the procedure outline in Section 4, we start by defining the standard sets for \( V \).

**Definition 7.1.** We define \( \text{std}(V) \) to be the collection of all sets \( p([I_0,I_1,\cdots]) \) of the form

\[
p([I_0,I_1,\cdots]) = \{ p \in V \mid p(x) = p_0 + p_1 \cdot x + \cdots, \quad p_0 \in I_0, \quad p_1 \in I_1, \quad \cdots \},
\]

with \( [I_0,I_1,\cdots] \) any finite list of elements of \( \text{std}(\mathbb{R}) \). For the set containing only the polynomial \( p \equiv 0 \) we also use the notation \( p([\ ]) \).

We note that our program will use these standard sets only to represent polynomials of degree 18 or less. Thus, the reader may think of \( V \) as being restricted accordingly.

Our first bound involving polynomials deals with the map “unary minus”. The negative of the zero polynomial is the zero polynomial,

\[
p([\ ]) \text{ contains } -p([\]):-
\]

The other cases are covered by the clause

\[
!.
\]
\[ p([H1|T1]) \text{ contains } -p([H2|T2]) \text{:-} \\
H1 \text{ contains } -H2, \\
p(T1) \text{ contains } -p(T2), \\
! . \]

Namely, let \( p : x \mapsto c + x \cdot q(x) \) be an element of the standard set \( p([H2|T2]) \). Then \( c \) and \( q \) are elements of the standard sets \( H2 \) and \( p(T2) \), respectively. The bound is based on the identity \(-p(x) = (-c) + x \cdot (-q(x))\), i.e., \( H1 \) contains \(-c\) and \( p(T1) \) contains the polynomial \(-q\).

Similarly, our bound on the (lifted) multiplication of a polynomial with a real number is based on the identity \( r \cdot p(x) = r \cdot (c + x \cdot q(x)) = (r \cdot c) + x \cdot (r \cdot q(x)) \). The zero polynomial multiplied by a number is equal to the zero polynomial,

\[ p([[]]) \text{ contains } i(_,_) \ast p([[]]) \text{:-} \\
! . \]

The remaining cases are dealt with by the clause *).

\[ p([H1|T1]) \text{ contains } i(X,Y) \ast p([H2|T2]) \text{:-} \\
H1 \text{ contains } i(X,Y) \ast H2, \\
p(T1) \text{ contains } i(X,Y) \ast p(T2), \\
! . \]

The bound on the addition of two polynomials is again very similar. But there are two possible final stages in the recursive evaluation of \( p(L2) + p(L3) \). If the list \( L2 \) contains at least as many coefficients as the list \( L3 \), then we will end up with the zero polynomial in the second argument of the sum,

\[ p(L) \text{ contains } p(L) + p([[]]) \text{:-} \\
! . \]

Otherwise, the recursion will terminate with the zero polynomial in the first argument,

\[ p(L) \text{ contains } p([[]]) + p(L) \text{:-} \\
! . \]

If none of the arguments matches \( p([[]]) \), then the following clause is used:

\[ p([H1|T1]) \text{ contains } p([H2|T2]) + p([H3|T3]) \text{:-} \\
H1 \text{ contains } H2 + H3, \\
p(T1) \text{ contains } p(T2) + p(T3), \\
! . \]

In order to bound the product of two polynomials, we will inductively reduce the first factor until the zero polynomial is reached and the clause

\[ p([[]]) \text{ contains } p([[]]) \ast p(_) \text{:-} \\
! . \]

*) We use here the notation \( i(X,Y) \) and not simply \( I \), or similar, in order to avoid that this argument matches terms for which it is not intended, such as \( p(T) \), which would result in the clause being applied wrongly to the product of two polynomials. Our general strategy is to use the most elegant notation that does not lead to a conflict between different clauses of the same predicate.
applies. The reduction procedure is based on the fact that 
\[(c + x \cdot q(x)) \cdot h(x) = c \cdot h(x) + x \cdot (q(x) \cdot h(x))\]. The corresponding clause is

\[
p(L1) \text{ contains } p([H2|T2]) \ast p(L2):-
\]
\[
p(L) \text{ contains } p(T2) \ast p(L2),
\]
\[
p(L1) \text{ contains } H2 \ast p(L2) + p([i(0,0)|L]),
\]
\[!\].

We note that none of the clauses defined so far applies to a goal of the form \(A \text{ contains } B \ast C + Q\). This “problem” can be solved by reducing the given goal to \(P \text{ contains } B \ast C, A \text{ contains } P + Q\). General clauses that carry out such reductions are given in Subsection 13.2.

Another operation which will be needed later assigns to a polynomial its \(N+1\)st Taylor coefficient. The zero polynomial has all coefficients equal to zero,

\[
i(0,0) \text{ contains } \text{coeff}(_) \text{ of } p([]):-
\]
\[!\].

In the other cases, a bound for the map \(p \mapsto p(0)\) is given by

\[
C \text{ contains } \text{coeff}(0) \text{ of } p([C|_]):-
\]
\[!\].

and the higher coefficients are covered recursively by the clause

\[
C \text{ contains } \text{coeff}(N) \text{ of } p([-|T]):-
\]
\[
M \text{ is } N-1,
\]
\[
C \text{ contains } \text{coeff}(M) \text{ of } p(T),
\]
\[!\].

Next, we consider the derivative of polynomials. For the zero polynomial we have

\[
p([]) \text{ contains } \text{der}(p([])):-
\]
\[!\].

In order to handle the other cases in a reasonably efficient way, let us introduce the operator \(b = x \frac{d}{dx}\). By using the bound on \(b + 0 \equiv b\) given below, we can complete our bound on the derivative as follows:

\[
p(T) \text{ contains } \text{der}(p(L)):-
\]
\[
p([-|T]) \text{ contains } (b+0) \text{ of } p(L),
\]
\[!\].

Consider now the sum of \(b\) and \(N\) times the identity, in symbols \(b+N\), which maps a monomial \(m_k\) of degree \(k\) to \((k + N)m_k\), for every \(k \geq 0\). Here, \(N\) is any (sufficiently small) non-negative integer. Independently of \(N\), the zero polynomial is mapped to itself by \(b+N,\)

\[
p([]) \text{ contains } (b+_) \text{ of } p([]):-
\]
\[!\].

In the remaining cases, the following clause applies:

\[
p([H1|T1]) \text{ contains } (b+N) \text{ of } p([H2|T2]):-
\]
\[
H1 \text{ contains } i(N,N) \ast H2,
\]
\[
M \text{ is } N+1,
\]
\[
p(T1) \text{ contains } (b+M) \text{ of } p(T2),
\]
\[!\].
Namely, if \( p(x) = c + x \cdot q(x) \) then \( ((b + N)p)(x) = Nc + x \cdot ((b + N + 1)q)(x) \).

Finally, we will give a bound on the norm functional on \( V \), which assigns to a polynomial \( p \) with coefficients \( p_0, p_1, \ldots, p_n \) the number

\[
\|p\| = \sum_{i=0}^{n} |p_i| \cdot D^i, \tag{7.2}
\]

where \( D = 1.7 \) is the radius of the common domain of analyticity for functions in \( B \), as specified in Definition 1.1. In Prolog, we define a standard set containing \( D \) with the predicate \texttt{domain/1},

\[
\text{domain}(D):-
\text{D contains i(17,17)/i(10,10)},
\text{!}.
\]

The norm of the zero polynomial is zero

\[
i(0,0) \text{ contains norm}(p([])):-
\text{!}.
\]

and the remaining cases are covered by the clause

\[
i(0,Y) \text{ contains norm}(p([H|T])):-
\text{domain(D),}
\text{i(_,Y) contains abs(H)+D*norm(p(T))},
\text{!}.
\]

We note that this bound could be “improved” by substituting \( i(X,Y) \) for both \( i(_,Y) \) and \( i(0,Y) \) in the last clause. But for convenience later on, we ignore lower bounds on the norm of polynomials and replace them by the trivial lower bound \( X = 0 \).

8. Approximate Computations with Polynomials

In this section we develop the tools for computing approximate solutions of the Schröder equation (6.2), and of a generalized version of this equation (see below) which includes an inhomogeneous term. These approximate solutions will be used later as input to a procedure that constructs the real solutions.

Consider now the inhomogeneous Schröder equation

\[
F(z) - \frac{1}{\lambda} F(G(z)) = J(z), \tag{8.1}
\]

where \( G \) and \( J \) are given functions, with \( G(0) = J(0) = J'(0) = 0 \), and where \( \lambda = G'(0) \). If we define an operator \( j(G,F) \) by setting

\[
j(G,J)(F) = J + \frac{1}{\lambda} F \circ G, \tag{8.2}
\]

then the equation (8.1) can be written in the form \( F = j(G,J)(F) \). This suggests that a solution may be obtained by iteration, e.g. by taking the limit as \( n \to \infty \) of the functions

\[
f_n = j(G,J)^n(J + \kappa I) = \sum_{i=0}^{n} \frac{1}{\lambda^i} J \circ G^i + \frac{\kappa}{\lambda^n} G^n. \tag{8.3}
\]
Here, $G^i$ denotes the $i$–fold composition of $G$ with itself, $I$ is the identity function $I(z) = z$, and $\kappa$ is an arbitrary constant (as the equation for $F$ is affine). In Section 10 we will show that under suitable assumptions on $G$ and $J$, the functions $f_n$ converge in $B_0$ to a solution of (8.1). Thus, $f_n$ is a natural candidate for an approximate solution of the (inhomogeneous) Schröder equation, if $n$ is large.

Our goal in this section is to compute $f_n$ approximately, in the case where $G$ and $J$ are polynomials. To this end, we can freely combine bounds from previous sections with steps that only produce approximate results.

In particular, we may collapse any interval $i(X,Y)$ to an interval of length zero, centered near the arithmetic mean of $X$ and $Y$. To carry this out for every coefficient–interval in a set of polynomials, we will use the predicate $\text{collapse}/2$ defined by

$$\text{collapse}(p([i(X,Y)|T1]),p([i(Z,Z)|T2])):-$$

$$Z \text{ is } (X+Y)/2,$$

$$\text{collapse}(p(T1),p(T2)), !.$$  

where the recursion ends with the zero polynomial

$$\text{collapse}(p([]),p([])):- !.$$  

Another useful approximation splits a polynomial $p$ into a polynomial $q$ of degree $\leq N$ and a remainder $r$, according to the equation $p(x) = q(x) + x^{N+1} \cdot r(x)$, and then discards $r$. The splitting is implemented with a predicate $\text{split}/4$ whose first, third, and fourth argument is for the set containing $p$, $q$, and $r$, respectively. We simply take the list of coefficients from the first argument, say of length $l_p$, and split it into a “head” of length $l_q = \max(l_p, N + 1)$ and a tail of length $l_r = l_p - l_q$. This is done recursively by using the clause

$$\text{split}(p([H|T1]),N,p([H|T2]),p(L)):-$$

$$N\geq 0,$$

$$M \text{ is } N-1,$$

$$\text{split}(p(T1),M,p(T2),p(L)), !.$$  

provided that $l_q$ is nonzero. Otherwise the following clause applies, which is also reached at the end of the recursion:

$$\text{split}(p(L),_,p([]),p(L)):- !.$$  

The two approximation steps will now be combined. For reasons that will become clear later, we choose the degree $N$ for the above–mentioned truncation to be equal to 9. In Prolog,

$$\text{degree}(9).$$

The following clause specifies a way of collapsing a set of polynomials $p(L2)$ into a set $p(L1)$ that contains a single polynomial of degree $\leq 9$:

$$p(L1) \text{ approximates } p(L2):-$$

$$\text{degree}(N),$$
As a first step towards a numerical computation of $f_n$, we implement the composition of two polynomials $p$ and $r$. Let $p(x) = c + x \cdot q(x)$. Then $(p \circ r)(x) = c + r(x) \cdot (q \circ r)(x)$, and this expression can be used to (compute as well as to) approximate $p \circ r$. Namely,

\[
p(L1) \text{ approximates } p([H|T]) \circ p(L2):-
p(L3) \text{ approximates } p(T) \circ p(L2),
p(L4) \text{ contains } p([H]) + p(L3) \ast p(L2),
p(L1) \text{ approximates } p(L4),
\]

where $H$ contains $c$, $p(T)$ contains $q$, and $p(L2)$ contains $r$. The recursion ends with the composition of the zero polynomial with an arbitrary polynomial,

\[
p([\_]) \text{ approximates } p([\_]) \circ p(_):-
\]

Next, we approximate the image of a polynomial $F$ under map $j(G,J)$. By following the definition (8.2), we set

\[
p(Fh) \text{ approximates } j(p(G),p(J)) \text{ of } p(F):-
p(Fg) \text{ approximates } p(F) \circ p(G),
p(F1) \text{ contains } p(J) + p(Fg)/ \text{(coeff(1) of } p(G)),
p(Fh) \text{ approximates } p(F1),
\]

Eventually, this approximate version of $j(G,J)$ needs to be iterated, according to (8.3). But this can be done by using a general clause given in Subsection 13.1.

In the case where $J \equiv 0$, we can increase precision and efficiency by choosing $n = 2^m$ and $\kappa = \lambda^n$, so that $f_n = q^m(G)$, where $q$ is the operator defined by the equation

\[
q(G) = G \circ G. \quad (8.4)
\]

Again, it suffices to define an approximation for the operator $q$,

\[
p(F) \text{ approximates } q \text{ of } p(G):-
p(F) \text{ approximates } p(G) \circ p(G),
\]
9. Bounds Involving Analytic Functions

The bounds defined in this section involve functions in the space $\mathcal{B}$. We start by introducing the standard sets for this space.

**Definition 9.1.** $\text{std}(\mathcal{B})$ is defined to be the collection of all sets $\mathcal{f}(P,e(G,H))$ of the form

$$\mathcal{f}(P,e(G,H)) = \{ F \in \mathcal{B} | F(z) = p(z) + z \cdot g(z) + z^{10} \cdot h(z), \ p \in P, \|g\| \in G, \|h\| \in H \}, \ (9.1)$$

with $P \in \text{std}(V)$, and $G, H$ intervals in $\text{std}(\mathbb{R})$ with lower boundaries equal to zero (as we have no need for nontrivial lower bounds on norms).

In what follows, if a function $F \in \mathcal{B}$ is specified as in (9.1), then $g$ will be referred to as the “general error” for $F$, and $h$ as the “higher order error” for $F$. We note that $p$ will always be of degree less than 19, and usually of degree less than 10.

Given that any function in $\mathcal{B}$ has a unique representation as the sum of a polynomial of degree less than ten, and a function $\varphi \in \mathcal{B}$ with $\varphi(z) = \mathcal{O}(z^{10})$, the reader may wonder why we consider representations with nonzero general error terms. The reason for our choice has to do with the following fact. Let $\psi$ be some arbitrary analytic function that maps the disk $|z| < D$ to itself, and consider the image under $\varphi \mapsto \varphi \circ \psi$ of a standard set $\mathcal{f}(p([C]), e(i(0,0), i(0,R)))$ with $R > 0$. It is easy to show that this image is contained in the ball $B = \{f \in \mathcal{B} : \|f\| \leq R\}$, but not much more can be said in general. Thus, in order to bound the set map associated with $\varphi \mapsto \varphi \circ \psi$, we need to find a standard set $S \subset \mathcal{B}$ that contains $B$. This can be done reasonably well with $S$ of the form $\mathcal{f}(p([C]), e(G, i(0,0)))$ (our choice of multiplying general errors with $z$ is a disadvantage here, but it turns out to be convenient later). By contrast, bounds that use only standard sets $S$ of the form $\mathcal{f}(P, e(i(0,0), H))$ are substantially weaker. That is, if $S$ contains $B$ then $S$ also contains functions whose norm is much larger than $R$. Another solution to this problem, besides introducing general error terms, is to use a Banach space (of analytic functions) with a weighted sup–norm on the sequence of Taylor coefficients; see e.g. [KW7].

Our first bound in this section is on (the set map associated with) the norm functional on $\mathcal{B}$. The domain of this bound is a subset of $\text{std}(\mathcal{B})$, and its range is a set of intervals in $\text{std}(\mathbb{R})$ with lower boundaries equal to zero. By using the inequality

$$0 \leq \|f\| \leq \|p\| + D \cdot \|g\| + D^{10} \cdot \|h\|, \quad (9.2)$$

such a bound can be defined as follows:

{i(0,Y) contains norm(f(P,e(G,H))):-}
domain(D),
degree(N),
N1 is N+1,
i(_,Y) contains norm(P)+D*G+D**N1*H,
!.}

We will also need bounds for the two functionals $F \mapsto F(0)$ and $F \mapsto F'(0)$. If $F \in \mathcal{B}$ is represented as in (9.1), then $F(0) = p(0)$ and $F'(0) = p'(0) + g(0)$. Thus,

$S$ contains coeff(0) of $f(P,\_):-$

29
S contains coeff(0) of P.
!
and, since $|g(0)| \leq \|g\|$, we have
S contains coeff(1) of $f(P,e(i(_,Y),_))$:=
X is $-Y$,
S contains (coeff(1) of P)+i(X,Y),
!

The following three bounds are based on elementary properties of the norm. The property $\|c \cdot f\| = |c| \cdot \|f\|$ applies to the multiplication of a function by a number
$f(P1,e(G1,H1))$ contains $i(X,Y) \cdot f(P2,e(G2,H2))$:=
P1 contains i(X,Y) \cdot P2,
G1 contains abs(i(X,Y)) \cdot G2,
H1 contains abs(i(X,Y)) \cdot H2,
!
as well as to the unary minus
$f(P,E)$ contains $-f(P1,E)$:=-
P contains -P1,
!
and the triangle inequality is used when adding two functions,
$f(P1,e(G1,H1))$ contains $f(P2,e(G2,H2))+f(P3,e(G3,H3))$:=
P1 contains P2+P3,
G1 contains G2+G3,
H1 contains H2+H3,
!

The multiplication of two functions is slightly more complicated. Consider functions $f_2$ and $f_3$ of the form

$$
\begin{align*}
f_2(z) &= p_2(z) + z \cdot g_2(z) + z^{10} \cdot h_2(z), \\
f_3(z) &= p_3(z) + z \cdot g_3(z) + z^{10} \cdot h_3(z),
\end{align*}
$$

with $p_2$ and $p_3$ polynomials. Define a polynomial $p_1$ of degree less than ten, and a polynomial $r$, by the equation

$$
p_1(x) + x^{10} \cdot r(x) = p_2(x) \cdot p_3(x).
$$

Then the product of $f_1$ and $f_2$ is given by the equation

$$
\begin{align*}
f_2(z) \cdot f_3(z) &= p_1(z) \\
&+ z \cdot \left[p_2(z) \cdot g_3(z) + g_2(z) \cdot p_3(z) + z \cdot g_2(z) \cdot g_3(z)\right] \\
&+ z^{10} \cdot \left[r(z) + z^{10} \cdot h_2(z) \cdot h_3(z) + p_2(z) \cdot h_3(z) + h_2(z) \cdot p_3(z) \right] \\
&+ z \cdot g_2(z) \cdot h_3(z) + z \cdot h_2(z) \cdot g_3(z) .
\end{align*}
$$
This suggests the following bound. We start with the multiplication of the two sets of polynomials \( P2 \ni p2 \) and \( P3 \ni p3 \),

\[
f(P1,e(i(0,Yg),i(0,Yh))) \text{ contains } f(P2,e(G2,H2)) \ast f(P3,e(G3,H3)):-
P \text{ contains } P2 \ast P3,
\]

which we split into \( P1 \ni p1 \) and \( R \ni r \) according to equation (9.4),

\[
\text{degree}(N),
\text{split}(P,N,P1,R),
\]

Then, by using that \( \|f \cdot g\| \leq \|f\| \cdot \|g\| \) for any two functions \( f \) and \( g \) in \( B \) (this can be verified e.g. by using the Taylor expansion of \( f \cdot g \)), we compute an upper bound on the norm of the general error in (9.5),

\[
domain(D),
i(_,Yg) \text{ contains norm}(P2) \ast G3+ G2 \ast \text{norm}(P3)+ D \ast (G2 \ast G3),
\]

and an upper bound on the norm of the higher order error in (9.5),

\[
N1 \text{ is } N+1,
i(_,Yh) \text{ contains norm}(R)+ (D**N1) \ast H2 \ast H3+ \text{norm}(P2) \ast H3+ H2 \ast \text{norm}(P3) + D \ast G2 \ast H3+ D \ast H2 \ast G3,
\]

Consider now the composition \( p \circ f \) of a function \( f \in B \) with a polynomial \( p \). This operation can be carried out recursively: if \( p(x) = c + x \cdot q(x) \), then we have \( (p \circ f)(x) = c + f(x) \cdot (q \circ f)(x) \). In particular, if \( p \) is identically zero, then so is the result,

\[
f(p([],E)) \text{ contains } p([]) \circ f(_,_:):-
\text{zero_error}(E),
\]

The predicate \texttt{zero_error/1} used here has been introduced for convenience. Its only clause is

\[
\text{zero_error(e(i(0,0),i(0,0))).}
\]

The case of a general polynomial is covered by the clause

\[
f(P1,E1) \text{ contains } p([H|T]) \circ f(P2,E2):-
\text{zero_error}(E),
f(P1,E1) \text{ contains } f(p([H]),E)+f(P2,E2) \ast (p(T) \circ f(P2,E2)),
\]

where \( f(p([H]),E) \) contains the constant function \( f(z) = c \).

Next, we discuss the composition of a function \( f3 \in B \) with another function \( f2 \in B \).

In order to ensure that \( f2 \circ f3 \) is well defined, we require that \( \|f3\| < D \). This condition implies that \( f3 \) maps the domain \( |z| < D \) into itself, since

\[
\sup_{|z| < D} |f(z)| \leq \|f\|, \tag{9.6}
\]

for every \( f \in B \). Let now \( f2 \) and \( f3 \) be represented in the form (9.3). Then we have

\[
(f2 \circ f3)(z) = (p2 \circ f3)(z) + c + z \cdot g(z), \tag{9.7}
\]
where
\[ c + z \cdot g(z) = r(z) = f_3(z) \cdot (g_2 \circ f_3)(z) + (f_3(z))^{10} \cdot (h_2 \circ f_3)(z). \] (9.8)

The first term on the right hand side of (9.7) is of the form discussed earlier. For the remainder \( r \) we have
\[ \|r\| \leq \|f_3\| \cdot \|g_2\| + \|f_3\|^{10} \cdot \|h_2\|. \] (9.9)

This bound can be used to estimate the constant \( c \), and the function \( g \) which contributes to the general error for \( f_2 \circ f_3 \). Namely, from the definition of the norm in \( B \), we see that
\[ -\|r\| \leq c \leq \|r\|, \] (9.10)

and
\[ 0 \leq \|g\| \leq \|r\|/D. \] (9.11)

We note that this is a place where the advantage of using general errors becomes apparent. Namely, if we had to convert (9.9) into eleven bounds (as opposed to two), by insisting on a representation \( r(x) = c_0 + c_1 x + \ldots + c_9 x^9 + x^{10} h(x) \), then the result would be much (as opposed to slightly) weaker than the original bound on \( \|r\| \). In Prolog, the bound on composition is now defined as follows. By using the predicate \( \text{lt}/2 \),

\[ \text{i}(_{-},Y) \text{ lt } \text{i}(X,\_):- \]
\[ \text{Y}<\text{X}, \]
\[ !. \]

which makes \( \text{I}_1 \text{ lt } \text{I}_2 \) true if every \( y \in \text{I}_1 \) is smaller than every \( x \in \text{I}_2 \), we first check that the norm of the argument corresponding to the function \( f_3 \) is less than \( D \),

\[ \text{f}(\text{P}_1,\text{E}_1) \text{ contains } \text{f}(\text{P}_2,\text{e}(\text{G}_2,\text{H}_2)) \circ \text{f}(\text{P}_3,\text{E}_3):- \]
\[ \text{domain}(\text{D}), \]
\[ \text{U} \text{ contains norm(\text{f}(\text{P}_3,\text{E}_3))), \]
\[ \text{U} \text{ lt } \text{D}, \]

Then, we use the estimate (9.9) to bound the norm of the remainder \( r \),

\[ \text{degree}(\text{N}), \]
\[ \text{N}1 \text{ is } \text{N}+1, \]
\[ \text{i}(_{-},\text{Y}) \text{ contains U*G2+U**N1*H2}, \]

and convert the result according to (9.10) and (9.11) into a bound \( \text{C} \) and a bound \( \text{G} \) (both represented as a standard set for \( B \)),

\[ \text{X is } -\text{Y}, \]
\[ \text{zero_error}(\text{E}), \]
\[ \text{C=f(p([i(X,Y)]),E)}, \]
\[ \text{Eg contains i(0,Y)/D}, \]
\[ \text{G=f(p([]),e(Eg,i(0,0)))).} \]

At the end, the pieces are added up as in (9.7),

\[ \text{f}(\text{P}_1,\text{E}_1) \text{ contains } \text{P}_2 \circ \text{f}(\text{P}_3,\text{E}_3) + \text{C} + \text{G}, \]

!.
Finally, we consider the derivative of a function \( f_2 \in B \). Since \( f_2' \) is not necessarily an element of \( B \), we will compose \( f_2' \) with another function \( f_3 \in B \) whose norm is \( \mu D \), with \( \mu < 1 \). Assume now again that \( f_2 \) and \( f_3 \) are given in the form (9.3). Then

\[
(f_2' \circ f_3)(z) = (p_2' \circ f_3)(z) + c + z \cdot g(z),
\]

where

\[
c + z \cdot g(z) = r(z) = (e_2' \circ f_3)(z),
\]

with

\[
e_2(z) = z \cdot g_2(z) + z^{10} \cdot h_2(z).
\]

In order to estimate the two terms that contribute to \( e_2' \circ f_3 \), let \( f \) be a function in \( B \) with \( f(z) = O(z^j) \), where \( j > 0 \). Then we have the bound

\[
\|f' \circ f_3\| \leq \|f'(\mu .)\| \leq \sup_{i \geq j} (i \mu^{i-1}) \|f\|/D.
\]

The second inequality in (9.15) has been obtained by using the fact that the coefficient of \( z^{i-1} \) in the Taylor series for \( f'(\mu z) \) is \( i \mu^{i-1} \) times the \( i \)-th Taylor coefficient of \( f \). As a result, the norm of the function \( r \) in equation (9.13) can be bounded as follows:

\[
\|r\| \leq \sup_{i \geq 1} (i \mu^{i-1}) \cdot \|g_2\| + \sup_{i \geq 10} (i \mu^{i-1}) \cdot D^9 \cdot \|h_2\|.
\]

An upper bound on the supremum in (9.15) is given by the inequality

\[
\sup_{i \geq j} (i \mu^{i-1}) \leq \sum_{i \geq j} i \mu^{i-1} = \left( \frac{j \mu^{j-1}}{1 - \mu} + \frac{\mu^j}{(1 - \mu)^2} \right),
\]

which is far from optimal, but easy to implement:

\[
i(0, X) \text{ contains } \sup(J, Q):- \\
\quad J \text{ is } \text{J}^{-1}, \\
\quad Q \text{ contains } i(1, 1)-Q, \\
\quad i(_, X) \text{ contains } (Q**J1)*i(J, J)/Q1 + (Q**J)/(Q1**2), \quad !.
\]

We are now ready to define our bound on the set map for \((f_2, f_3) \mapsto f_2' \circ f_3\). The first step is to verify that \( \mu < 1 \),

\[
f(P1, E1) \text{ contains } \text{der}(f(P2, e(G2, H2)))) \circ f(P3, E3):- \\
\quad \text{domain}(D), \\
\quad Mu \text{ contains } \text{norm}(f(P3, E3))/D, \\
\quad Mu \text{ lt } i(1, 1),
\]

Then, following (9.16), we compute a bound the norm of the error term \( r \)

\[
degree(N), \\
\quad N1 \text{ is } N+1, \\
\quad i(_, Y) \text{ contains } \sup(1, Mu)*G2+ \sup(N1, Mu)* (D**N)*H2,
\]
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and convert the result into a bound $C$ and a bound $G$, in exactly the same way as we did in the clause for composition, by using (9.10) and (9.11),

$$X = -Y,$$
$$\text{zero_error}(E),$$
$$C = f(p([i(X,Y)]),E),$$
$$Eg \text{ contains } i(0,Y)/D,$$
$$G = f(p([]),e(Eg,i(0,0))).$$

The last step is to add up the pieces according to equation (9.12),

$$P \text{ contains } \text{der}(P2),$$
$$f(P1,E1) \text{ contains } P \circ f(P3,E3) + C + G,$$

$\dagger$.

### 10. The Schröder Equation

In this section we show how to obtain accurate bounds on solutions of the Schröder equation

$$F(z) - \frac{1}{\lambda} F(G(z)) = J(z). \quad (10.1)$$

The general procedure is independent of whether the equation is homogeneous ($J \equiv 0$) or not. Namely, we first compute a polynomial $F_0$ that "solves" the given equation to the desired degree of accuracy, by using the approximate methods from Section 8. By substituting the ansatz $F = F_0 + F_1$ into (10.1), we then obtain a Schröder equation for $F_1$, with a (small) inhomogeneous term

$$J_1 = J - (F_0 - \frac{1}{\lambda} F_0 \circ G). \quad (10.2)$$

Here, both $J_1$ and $F_1$ will be regarded as error terms, i.e., besides proving that the equation for $F_1$ has a solution, we restrict ourselves to estimating the norms of the general and higher order error for $F_1$ in terms of the corresponding norms for $J_1$. We start by explaining the estimates used in this last step.

Let $G$ and $J$ be given functions in $B_0$ such that $\lambda = G'(0)$ is nonzero and $J(z) = O(z^k)$, for some integer $k > 1$. Consider the corresponding sequence of functions $f_n$, defined by equation (8.3) for $\kappa = 0$. Below, we will show that this sequence converges in $B_0$, provided that

$$\left(\|G\|/D\right)^2 / |\lambda| < 1. \quad (10.3)$$

We note that this condition implies that $\|G\| < D$ and $|\lambda| < 1$, as can be seen by using the bound $|\lambda| = |G'(0)| \leq \|G\|/D$. This shows e.g. that the map $j(G,J)$, defined by (8.2), is continuous from $B_0$ to $B_0$. Thus, if we prove that the sequence $\{f_n\}$ converges in $B_0$, then we know that the limit $F$ satisfies the Schröder equation (10.1).

Assume now that the condition (10.3) is satisfied, and define two functions $H$ and $K$ in $B$, by setting $H(z) = G(z)/z$ and $K(z) = J(z)/z^k$. In addition, let $H_0(z) = 1$ and

$$H_i(z) = \prod_{j=0}^{i-1} H(G^j(z)), \quad (10.4)$$
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for all $i > 0$. Then, by using that $G^i(z) = z \cdot H_i(z)$, we can rewrite equation (8.3), with $\kappa = 0$, in the form
\[
f_n(z) = z^k \cdot \sum_{i=0}^{n-1} \frac{1}{\lambda^i} [H_i(z)]^k (K \circ G^i)(z).
\] (10.5)
The estimate
\[
\|H_i\| \leq \|H\|^i = (\|G\|/D)^i,
\] (10.6)
together with (10.3), now implies that the sum (10.5) is bounded term by term by a convergent geometric series. Thus, the limit $F = \lim_{n \to \infty} f_n$ exists in $B_0$, and
\[
\|F\| \leq D^k \sum_{i=0}^{\infty} (\|G\|^i/|\lambda|)^i \|K\| \leq \frac{\|J\|}{1 - (\|G\|^i/|\lambda|)}.
\] (10.7)
Furthermore, since the Taylor coefficients of $f_n$ converge to those of $F$, we have $F(z) = O(z^k)$. In what follows, we will also use the symbol $y(G)J$ in place of $F$, i.e.,
\[
y(G)J = F = \sum_{i=0}^{\infty} \frac{1}{\lambda^i} J \circ G^i.
\] (10.8)

The following Prolog clause implements the norm estimate (10.7); it makes a goal $E$ contains norms($y(G)$ of $J$) true only if the Schröder equation with $G \in G$ and $J \in J$ admits a solution $F \in \mathcal{f}(p([]),E)$ of the form described above. Here, we assume that $G \in B_0$ and that $J \in B_1 = \{f \in B: f(0) = f'(0) = 0\}$, i.e., we regard $G$ and $J$ as standard sets for the spaces $B_0$ and $B_1$, respectively. After checking that $G$ satisfies the condition (10.3),
\[
e(Fg,Fh) \text{ contains norms($y(G)$ of $f(Jg,e(Jg,Jh))$)}:-
\]
  L contains abs(coef(1) of G),
  domain(D),
  X contains norm(G)/D,
  C contains X*X/L,
  C lt i(1,1),
we split the function $J$ into a term $z \mapsto J_p(z) + z \cdot J_q(z)$ of order $z^2$, and a higher order error $z \mapsto z^{10} \cdot J_h(z)$. The images under $y(G)$ of the two parts are estimated by using (10.7) first with $k = 2$,
\[
Fg \text{ contains (Jg+norm(Jp)/D)/ (i(1,1)-C)},
\]
and then with $k = 10$,
\[
degree(N),
N1 is N+1,
Fh \text{ contains Jh/ (i(1,1)-X**N1/L),}
1.
\]

We are now prepared to bound the set map for $(G, J) \mapsto y(G)J$, in the way described at the beginning of this section. Again, this bound is restricted to (standard sets representing)
functions $G$ and $J$ that satisfy $G(0) = 0$ and $J(0) = J'(0) = 0$. The first step is to compute an approximate polynomial solution $F_0$,

$$f(P_1,E_1) \text{ contains } y(f(P_2,E_2)) \text{ of } f(Jp,e(Jg,Jh)); \quad \text{Pj approximates } Jp,$$

$$\quad \text{P1 approximates } j(P2,Pj) \quad \text{of } Pj,$$

$$\quad \text{zero_error}(E), \quad \text{F0=f(P1,E)},$$

Then, a standard set is determined that contains the function $J_1$ defined in (10.2),

$$\quad \text{L contains coeff}(1) \text{ of } f(P2,E2),$$

$$\quad \text{J1 contains } f(Jp,e(Jg,Jh))- \frac{F_0- (F_0 \circ f(P2,E2))/L}{L},$$

We note that $J_1(z) = O(z^2)$, since $F_0(0) = 0$ by construction, and $\lambda = G'(0)$. Thus, the estimate (10.7) can be applied to bound the norms of the error terms for $F_1$,

$$\quad \text{E1 contains norms}(y(f(P2,E2)) \text{ of } J1),$$

Consider now the homogeneous Schröder equation, with $G$ and $\lambda$ as above. Given a function $F_0 \in \mathcal{B}_0$ such that $F_0'(0) = 1$, define $J_1$ by (10.2), and denote by $\eta(G)$ the solution of (10.1) obtained by solving the equation $F_1 - \frac{1}{\lambda} F_1 \circ G = J_1$ for $F_1 = F - F_0$ as described earlier, i.e.,

$$\eta(G) = F = F_0 + y(G)(-F_0 + \frac{1}{\lambda} F_0 \circ G). \quad (F_0'(0) = 1) \quad (10.9)$$

We note that this defines $\eta(G)$ independently of the choice of $F_0$. Namely, if $\Delta F$ is the difference between two solutions (of the homogeneous Schröder equation) whose derivatives agree at the origin, then $\Delta F$ is a solution that satisfies $\Delta F(z) = O(z^2)$, which, as is easy to see, implies that $\Delta F \equiv 0$.

A bound on the set map associated with $\eta$ can be defined as follows: first, we compute an approximate polynomial solution $F_0$ that satisfies $F_0'(0) = 1$,

$$f(P1,E1) \text{ contains eta of } f(P2,E2); \quad \text{P approximates q**6 of } P2,$$

$$\quad \text{C contains coeff}(1) \text{ of } P,$$

$$\quad \text{P1 contains } P/C,$$

$$\quad \text{zero_error}(E), \quad \text{F0=f(P1,E)},$$

and then we continue as in the previous clause,

$$\quad \text{L contains coeff}(1) \text{ of } f(P2,E2),$$

$$\quad \text{J1 contains } -(F0- (F0 \circ f(P2,E2))/L),$$

$$\quad \text{E1 contains norms}(y(f(P2,E2)) \text{ of } J1),$$

!.
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11. Bounds on Maps and Operators

Our main goal in this section is to give a bound on the operator $R$. Following the (informal) five–step definition given in Section 6, we will write $R$ as the composition of five maps, $R = k \circ n \circ s \circ c \circ h$. Since several of these maps involve the number $\lambda = G'(0)$, we have chosen to use the space $\mathcal{B} \times \mathbb{R}$ for intermediate results. The direct product of a standard set $F$ for $\mathcal{B}$ with a standard set $I$ for $\mathbb{R}$ will be denoted by $x(F,I)$.

We start with the map $h$ (solving the homogeneous Schröder equation) from $\mathcal{B}_0$ to $\mathcal{B} \times \mathbb{R}$, which is defined by the equation

$$h(G) = \left( \frac{F}{\lambda} \right), \quad (11.1)$$

where $\lambda = G'(0)$, and where $F$ is the solution of the equation $F - \frac{1}{\lambda} F \circ G = 0$, as described in the previous section. The corresponding bound is given by

$$x(F,L) \text{ contains } h \text{ of } G:$$

- $F$ contains eta of $G$,
- $L$ contains coeff(1) of $G$,
- !.

In this clause, $G$ and $F$ are considered standard sets for $\mathcal{B}_0$, defined as in (9.1), but with $\mathcal{B}$ replaced by $\mathcal{B}_0$.

Next, we define the operator $c$ (composition) on $\mathcal{B} \times \mathbb{R}$ by setting

$$c\left( \frac{F}{\lambda} \right)(z) = \left( \frac{F(-1 + \lambda^2 + \lambda^2 z)}{\lambda} \right). \quad (11.2)$$

Here, and in what follows, the second component $\lambda$ is being identified with the constant map $z \mapsto \lambda$, in order to simplify notation. A bound on $c$ is defined by the clause

$$x(F1,L) \text{ contains } c \text{ of } x(F,L):$$

- $B$ contains $L*L$,
- $A$ contains $B-i(1,1)$,
- zero_error(E),
- $F1$ contains $F \circ f(p([A,B]),E)$,
- !.

We also need the operator $s$ (squaring a function),

$$s\left( \frac{F_1}{\lambda} \right)(z) = \left( \frac{F_1(z)^2}{\lambda} \right), \quad (11.3)$$

and the corresponding bound

$$x(F2,L) \text{ contains } s \text{ of } x(F1,L):$$

- $F2$ contains $F1*F1$,
- !.
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as well as the operator \( n \) (normalization),

\[
n\left(\frac{F_2}{\lambda}\right)(z) = \left(\frac{F_2(z)/F_2(0) - 1}{\lambda}\right), \tag{11.4}
\]

and its bound

\[
x(f(p([i(0,0)|P3]),E3),L) \text{ contains } n \text{ of } x(F2,L):-
S \text{ contains } \text{coeff}(0) \text{ of } F2,
f(p([_|P3]),E3) \text{ contains } F2/S,
!.
\]

The last step in this sequence is the map \( k \) (key to contraction) from \( \mathcal{B}_0 \times \mathbb{R} \), which is the range of \( n \), to the space \( \mathcal{B}_0 \),

\[
k\left(\frac{F_3}{\lambda}\right)(z) = F_3(z) + 1.72 \cdot (\bar{\lambda} - \bar{\bar{\lambda}}) \cdot z, \tag{11.5}
\]

where \( \bar{\bar{\lambda}} = F'_3(0) \). A bound on this map \( k \) is given by the clause

\[
f(P,E3) \text{ contains } k \text{ of } x(f(P3,E3),L):-
L3 \text{ contains } \text{coeff}(1) \text{ of } f(P3,E3),
\text{contraction_factor}(S),
B \text{ contains } (L-L3)*S,
P \text{ contains } P3+p([i(0,0),B]),
!.
\]

This leads to the following bound on the operator \( \mathcal{R} \):

\[
G1 \text{ contains } r \text{ of } G:-
G1 \text{ contains } (k \circ n \circ o \circ h) \text{ of } G,
!.
\]

where the composition of two bounds is defined by

\[
Z \text{ contains } (F \circ G) \text{ of } X:-
Y \text{ contains } G \text{ of } X,
Z \text{ contains } F \text{ of } Y,
!.
\]

Finally, to give a proper definition of the operator \( \mathcal{R} \), we define its domain \( \mathcal{D}_\mathcal{R} \) by requiring that the condition (10.3) be satisfied, that the function \( z \mapsto -1 + \lambda^2 + \lambda^2 z \) be of norm less than \( D \), and that \( F_2(0) \neq 0 \).
12. Derivatives

The derivative $D\mathcal{R}$, if it exists, of the operator $\mathcal{R}$, maps a pair $(G, H)$ from $\mathcal{D}_\mathcal{R} \times \mathcal{B}_0$ to the function $H_1 = D\mathcal{R}_G H$ in $\mathcal{B}_0$, where $D\mathcal{R}_G$ denotes the (Fréchet) derivative of $\mathcal{R}$ at $G$. By the definition of $\mathcal{R}$, we have

\[ H_1 \text{ contains } (d(r) \text{ at } G) \text{ of } H: \]
\[ H_1 \text{ contains } (d(k \circ n \circ s \circ c \circ h) \text{ at } G) \text{ of } H, \]

In this section we will show that the maps $k$, $n$, $s$, $c$, and $h$ are of class $C^1$ on their domains, and we will define bounds for their derivatives (and thus for their tangent maps, using the bounds from the last section). Consequently, $\mathcal{R}$ is of class $C^1$ on its domain, and a bound for $D\mathcal{R}$ is obtained by using the chain rule

\[ D \text{ contains } (d(F \circ G) \text{ at } X) \text{ of } H: \]
\[ Y \text{ contains } G \text{ of } X, \]
\[ D \text{ contains } ((d(F) \text{ at } Y) \circ (d(G) \text{ at } X)) \text{ of } H, \]

Here, and in what follows, we assume that the space $\mathcal{B} \times \mathbb{R}$ has been equipped with a norm that makes the projection onto the first coordinate an isometry.

We start with the map $h$ that solves the Schröder equation. Its domain $\mathcal{D}_h \subset \mathcal{B}_0$ is defined by the condition (10.3). On this domain, the map $G \mapsto F \circ G$ is of class $C^1$ (and even analytic) for every function $F \in \mathcal{B}$. This fact, together with the implicit function theorem, implies that the map $h$ is $C^1$ on $\mathcal{D}_h$. The derivative of $h$ at $G$ can be written as

\[ Dh_G K = \begin{pmatrix} H \\ \mu \end{pmatrix}, \quad (12.1) \]

with $\mu = K'(0)$, and $H = y(G)J$ the solution of the equation $H - (H \circ G)/\lambda = J$, where $J = ((F' \circ G) \cdot K - \mu \cdot F)/\lambda$, and where $F$ and $\lambda$ are as in (11.1). Our bound for $Dh$ is defined as follows:

\[ x(H, Mu) \text{ contains } (d(h) \text{ at } G) \text{ of } K: \]
\[ Mu \text{ contains } \text{coeff}(1) \text{ of } K, \]
\[ x(F, L) \text{ contains } h \text{ of } G, \]
\[ Fp \text{ contains } \text{der}(F) \circ G, \]
\[ J \text{ contains } (Fp^K-Mu*F)/L, \]
\[ H \text{ contains } y(G) \text{ of } J, \]

Next, we consider the operator $c$. It is straightforward to check that this operator is $C^1$ on the domain defined by the condition $\|\psi\| < D$, where $\psi(z) = -1 + \lambda^2 + \lambda^2 z$, and that its derivative is given by

\[ Dc \begin{pmatrix} F \\ \lambda \end{pmatrix} \begin{pmatrix} H \\ \mu \end{pmatrix}(z) = \begin{pmatrix} H(\psi(z)) + F'(\psi(z)) \cdot (2\lambda + 2\lambda z) \cdot \mu \end{pmatrix}. \quad (12.2) \]

The following defines a bound on $Dc$:
x(H1,Mu) contains (d(c) at x(F,L)) of x(H,Mu):-
B contains L*L,
A contains B-i(1,1),
zero_error(E),
Psi=f(p([A,B]),E),
Fp contains der(F) o Psi,
C contains i(2,2)*L*Mu,
Fh=f(p([C,C]),E),
H1 contains H o Psi + Fp*Fh,
!.

Squaring a function is clearly a $C^1$ operator on $B \times \mathbb{R}$. For the derivative of $s$ we have the expression

$$\frac{Ds}{H_1} \begin{pmatrix} F_1 \\ \lambda \end{pmatrix} (z) = \begin{pmatrix} 2F_1(z)H_1(z) \\ \mu \end{pmatrix},$$

and the corresponding bound is

x(H2,Mu) contains (d(s) at x(F1,_)) of x(H1,Mu):-
H2 contains i(2,2)*F1*H1,
!.

The normalization operator $n$ and its derivative are (by the chain rule, which was also used above) well defined and continuous on the domain $F_2(0) \neq 0$. A bound on $Dn$ is obtained by using the formula

$$\frac{Dn}{H_2} \begin{pmatrix} F_2 \\ \lambda \end{pmatrix} (z) = \begin{pmatrix} H_2(z)/F_2(0) - H_2(0)F_2(z)/F_2(0)^2 \\ \mu \end{pmatrix},$$

which translates to

x(H3,Mu) contains (d(n) at x(F2,_)) of x(H2,Mu):-
S contains coeff(0) of F2,
T contains coeff(0) of H2,
H3 contains H2/S - T*F2/ (S*S),
!.

As for the operator $k$, it suffices to say that it is linear and continuous. Thus,

K contains (d(k) at x(_,_)) of x(H3,Mu):-
K contains k of x(H3,Mu),
!.

independent of the base point. This concludes the definition of our bound for the derivative of $\mathcal{R}$.

What we need now is a bound for the operator norm of $D\mathcal{R}$. We start with a rough estimate for the operator norm of $L_\pi$, where $L$ is some continuous linear operator on $B_0$, and where $\pi_0, \pi_1, \ldots$ are the projections on $B$ defined by

$$(\pi_j f)(z) = \sum_{n=j+1}^{\infty} \frac{f^{(n)}(0)}{n!} z^n.$$
Denoting by $B_j$ the unit ball in the subspace $\pi_j \mathcal{B}$, we have

$$\|L\pi_j\| = \sup_{h \in B_j} \|Lh\|. \quad (12.6)$$

Given a bound for $L$, the following clause defines an interval $i(0,Y_j)$ in std($\mathbb{R}$) that contains the norm (12.6) in the case $j = 10$:

\begin{verbatim}
i(0,Yj) contains operator_norm(L o pi(J)):-
degree(N),
J is N+1,
domain(D),
Di contains D inverse,
i(_,Y) contains Di**J,
H=f(p([],e(i(0,0),i(0,Y))),
i(0,Yj) contains norm(L of H),
write_useful_information(J,Yj),
!.
\end{verbatim}

In order to give the corresponding estimate in the cases $j < 10$, we will use the fact that

$$\|L\pi_j\| = \max\{\|Lh_j\|,\|L\pi_{j+1}\|\}, \quad (12.7)$$

where $h_j(z) = (z/D)^j$. This identity holds since the map $u \mapsto \sum_{j\geq 1} u_j h_j$ is an isometry from $\ell^1$ onto $\mathcal{B}_0$. The functions (basis vectors) $h_j$ can be constructed by applying the appropriate power of the operator $\zeta$,

$$(\zeta f)(z) = (z/D)f(z), \quad (12.8)$$

to the function $h_0 \equiv 1$. A bound for this operator $\zeta$ is given by the clause

\begin{verbatim}
H1 contains z of H0:-
domain(D),
Di contains D inverse,
zero_error(E),
H1 contains f(p([i(0,0),Di]),E)*H0,
!.
\end{verbatim}

Thus, by using the identity (12.7), we have

\begin{verbatim}
i(0,Y) contains operator_norm(L o pi(J)):-
zero_error(E),
H0=f(p([i(1,1)]),E),
Hj contains (z**J) of H0,
i(0,Yj) contains norm(L of Hj),
write_useful_information(J,Yj),
J1 is J+1,
i(0,Z) contains operator_norm(L o pi(J1)),
max(Y,Yj,Z),
\end{verbatim}
where $Y$ is the maximum of the numbers $Y_j$ and $Z$, according to the clause

$$\text{max}(X,X,Y):-\quad X\geq Y,$$

$$!.$$

and

$$\text{max}(Y,X,Y):-\quad Y>X,$$

$$!.$$

We have also used the predicate write_useful_information/2, which writes information about the norm of the $J$-th basis vector to the output (the quoted strings used here are atoms),

$$\text{write_useful_information}(J,Y_j):-\quad \text{write}('\text{norm of } L(h'),\text{write}(J),\text{write(') is approx. = '),}\quad \text{write}(Y_j),\text{nl}.$$

Finally, the following clause defines a bound $G \mapsto X$ for the map $G \mapsto \|D_R G\|$, if used with $L=(d(r) at G)$:

$$\text{X contains operator_norm}(L):-\quad \text{X contains operator_norm}(L o \pi(1)),$$

$$!.$$

At this point most of the bounds which we need to prove Theorem 6.1 have been constructed.

We note that the operator norm of $D_R G$ is determined by a single “column” vector $D_R G h_j$. Thus, in order to get an accurate bound on $\|D_R G\|$, the crucial column should be among the ones that are estimated explicitly, and the corresponding estimate should be sufficiently accurate. These two requirements determined to a large extent our choice of degree$(N)$ *). Here, it is of course useful that (the operator $F \mapsto F o \psi$, and thus) the operator $D_R G$ is compact, for every $G$ in the domain $D_R$.

### 13. General Clauses

In this section we have collected Prolog clauses which are necessary for the functioning of the program, but which are of very general nature and to some extent independent of our problem. The reader (but not Prolog) can safely skip this section at first reading.

*) The value $N=9$ has been found by trial and error. Another quantity which has been chosen empirically, is the domain $|z| < D$ that enters the definition of $B$. Typically, increasing $D$ makes the first few of the vectors $D_R G h_i$ larger in norm, and the others smaller. Similarly, varying the “contraction factor” affects the norm of these vectors, although mainly for small $i$. Our choice of these parameters has been such as to optimize our estimate on the norm of $D_R G$. 
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13.1. Differences, Quotients, and Powers

The following clause defines a bound for the difference of two standard sets in terms of the corresponding bounds on the unary minus and the sum:

\[
X \text{ contains } Y - Z : - \\
X \text{ contains } Y + (-Z), \\
\]

Similarly, a bound on the quotient of two standard sets is defined by using the multiplicative inverse and the product,

\[
X \text{ contains } Y / Z : - \\
X \text{ contains } (Z \text{ inverse}) \ast Y, \\
\]

In order to bound the \( N \)-th power (iterate) of an operator \( F \), we proceed inductively. By definition, \( F^0 \) is the identity,

\[
X \text{ contains } F^{**}0 \text{ of } X : - \\
\]

and for positive values of \( N \) we use the fact that \( F^N(X) = F^{N-1}(F(X)) \),

\[
Y \text{ contains } F^{**}N \text{ of } X : - \\
M \text{ is } N-1, \\
X_1 \text{ contains } F \text{ of } X, \\
Y \text{ contains } F^{**}M \text{ of } X_1, \\
\]

Powers are also used for approximate computations. Thus, we define

\[
X \text{ approximates } F^{**}0 \text{ of } X : - \\
\]

and

\[
Y \text{ approximates } F^{**}N \text{ of } X : - \\
M \text{ is } N-1, \\
X_1 \text{ approximates } F \text{ of } X, \\
Y \text{ approximates } F^{**}M \text{ of } X_1, \\
\]
13.2. Expression Evaluation

Below we will define two clauses for goals of the form \( X \text{ contains } E \), where \( E \) is a term containing at least one argument that needs to be evaluated (as a bound) before any of the clauses from previous sections applies. A bound on the identity map for numbers

\[
i(X,Y) \text{ contains } i(X,Y):- \\
!.
\]

or for polynomials

\[
p(L) \text{ contains } p(L):- \\
!.
\]

or for functions

\[
f(P,E) \text{ contains } f(P,E):- \\
!.
\]

will be used for arguments that are already standard sets.

The following clause applies to expressions \( E \) consisting of a unary operation \( F \) applied to some other expression \( X \):

\[
Y \text{ contains } E:- \\
E =.. [F,X], \\
E1 =.. [F,S], \\
S \text{ contains } X, \\
Y \text{ contains } E1, \\
!.
\]

Namely, we first use the predicate \( =../2 \) (see Subsection 2.7) to define a new expression \( E1 \) that is identical to \( E \), but with the subexpression \( X \) replaced by a variable \( S \). In the next step, \( X \) is evaluated (as a bound) and the result is placed in \( S \). Now that \( S \) is a standard set, the goal \( Y \text{ contains } E1 \) is handled by the clauses from previous sections.

Similarly, in the case of a binary operation we have

\[
Y \text{ contains } E:- \\
E =.. [F,X1,X2], \\
E1 =.. [F,S1,S2], \\
S1 \text{ contains } X1, \\
S2 \text{ contains } X2, \\
Y \text{ contains } E1, \\
!.
\]

Here, one of the subexpressions \( X1 \) or \( X2 \) may be a standard set, in which case it is evaluated by using the appropriate (bound for the) identity map defined above.
13.3. Sorting Numbers

If \( L_1 \) is instantiated to a list of representable numbers, then the following clauses for \texttt{sort_numbers/2} will make \texttt{sort_numbers(L1,L2)} true, with \( L_2 \) the list of numbers from \( L_1 \) sorted in increasing order. We use sorting by insertion. Unless the given list is empty and thus sorted,

\begin{verbatim}
sort_numbers([],[]):- !.
\end{verbatim}

we start by sorting the list consisting of all but the first number, and then insert this number in the right place

\begin{verbatim}
sort_numbers([H1|T1],L):-
sort_numbers(T1,T2),
insert_a_number(H1,T2,L),
!.
\end{verbatim}

by going down the already sorted part of the list, if necessary,

\begin{verbatim}
insert_a_number(X,[H|T],[H|L]):-
X>H, insert_a_number(X,T,L), !.
\end{verbatim}

until the number can be prepended without being in front of a smaller element

\begin{verbatim}
insert_a_number(X,L,[X|L]):- !.
\end{verbatim}

14. Proving the Theorem

In this section we give a proof of Theorem 6.1, up to trivial numerical estimates that can be carried out by a computer. We also define the approximate polynomial solution \( G_0 \) and the two numbers \( \varepsilon \) and \( \rho \) mentioned in Theorem 6.1.

Given that the operator \( R \) will be shown to be a contraction in some neighborhood of \( G_0 \), it is natural to construct \( G_0 \) by iterating an approximate version of \( R \), starting with a rough initial guess for the fixed point. The transformation \( R_{\text{approx}} \) is defined (on standard sets for polynomials) by the clause

\begin{verbatim}
P1 approximates r of P2:-
zero_error(E), f(P,_) contains r of f(P2,E), P1 approximates P,
!.
\end{verbatim}

We are now ready to combine the bounds from previous sections into a \texttt{proof/0}. Starting with an initial \texttt{Guess} containing the function \( z \mapsto -0.4 \cdot z \), we iterate \( R_{\text{approx}} \) thirteen times,

\begin{verbatim}
proof:- I contains -i(4,4)/i(10,10),
\end{verbatim}
Guess=p([i(0,0),I]),
P0 approximates r**13 of Guess,
zero_error(E),
G0=f(P0,E),
in order to get a set G0 whose single element is the desired polynomial G0. The number ε in Theorem 6.1 is now defined to be the following upper bound Eps on the norm of \( \mathcal{R}(G_0) - G_0 \):

\[
i(_,Eps) \text{ contains norm}(r \text{ of } G_0) - G_0,
\]
write('Epsilon is approx.='),write(Eps),nl,

Next, we construct a standard set U containing the ball \( U_\beta(G_0) \subset B_0 \) of radius \( \beta \) centered at \( G_0 \),

\[
\text{radius_of_ball_in_function_space}(\text{Beta}),
\]
write('Beta is approx.='),write(Beta),nl,
origin(D),
Ball contains i(0,Beta)/D,
U=f(P0,e(Ball,i(0,0))),

and determine an upper bound \( \rho \) on the operator norm of the derivative \( \mathcal{D}\mathcal{R}G \), for every point in the standard set U,

\[
i(_,Rho) \text{ contains operator_norm}(d(r) \text{ at } U),
\]
write('Rho is approx.='),write(Rho),nl,

Finally, after checking the inequality \( \varepsilon < (1 - \rho) \cdot \beta \),

\[
i(\text{Rhs},_) \text{ contains } (i(1,1) - i(Rho,Rho)) \cdot i(Beta,Beta),
\]
write('Eps < Rhs'),
the proof of Theorem 6.1 is completed.

write('q.e.d.'),nl,
!

With the following headless clause, we ask Prolog to verify the proof, by going through the steps indicated above and carrying out the corresponding numerical estimates, as specified in the previous sections:

:- proof.
15. Appendix: Running the Program

The reader who would like to carry out the proof is invited to go through the following steps. (We assume that the reader has access to the file proof.pl containing the program. This file is produced e.g. by running the .tex file of this paper through the TEXcompiler.) After the Prolog system is started, the following prompt will appear:

?-

At this point, it suffices to type

consult('proof.pl').

and then to hit the “return” key. This makes Prolog read through the file proof.pl in the way described in Subsection 2.6. When Prolog reaches the clause :-proof, it makes an attempt to verify the proof. If Prolog succeeds (as it will, if it conforms to the standards described in Sections 2 and 3) then the program will terminate by displaying “q.e.d.”, and the prompt ?- will return.
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