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1. Background

1.0. Disclaimer

This review is primarily about methods and ideas. It does not intend to give a comprehensive list of theorems on invariant tori, conjugacies, bifurcations, and other topics covered. The main focus is on renormalization group methods for Hamiltonian and other vector fields. And more specifically, on methods that implement renormalization as a dynamical system on a space of Hamiltonians or vector fields. Much of the discussion is restricted to problems that I have worked on myself, which is not meant to imply that other work is less important.

1.1. Invariant tori

The general goal is to describe certain asymptotic behavior, like quasiperiodicity, for continuous-time dynamical systems

\[ \dot{u} = X(u). \]  

Here, \( X \) is a vector field on some manifold \( \mathcal{M} \). The flow \( \Phi_X \) associated with \( X \) is defined by \( \Phi_X^t(u_0) = u(t) \), where \( u \) is the solution of (1.1) with initial condition \( u(0) = u_0 \).

In all cases discussed here, \( \mathcal{M} \) will be a product of the \( d \)-torus \( \mathbb{T}^d \) with some other manifold \( B \). Most of the problems considered involve either invariant tori or conjugacies. By an invariant torus with rotation vector \( \omega \in \mathbb{R}^d \), we mean a map \( \Gamma: \mathbb{T}^d \to \mathcal{M} \) that is locally one-to-one and satisfies

\[ \Gamma \circ \Psi^t = \Phi_X^t \circ \Gamma, \quad \Psi^t(q) = q + t\omega. \]  

In other words, \( \Gamma \) defines a semi-conjugacy between a restriction (to the range of \( \Gamma \)) of the original flow \( \Phi_X \) and the linear flow \( \Psi \) on the torus. Some true conjugacies \( \Phi_X = U \circ \Phi_Z \circ U^{-1} \) will be discussed as well, where it is possible to conjugate \( \Phi_X \) to the flow for a trivial vector field \( Z \) on all of \( \mathcal{M} \).

In order to see some of the difficulties involved in solving equation (1.2), it is useful to look at the differentiated version

\[ \omega \cdot \nabla \Gamma = X \circ \Gamma. \]  

One of the problems is that the differential operator \( \omega \cdot \nabla \) is not easily invertible. Its spectrum, if nontrivial, accumulates at zero in a way that depends on the arithmetic properties or the rotation vector \( \omega \).

1.2. Two direct approaches

One way of trying to solve equation (1.3) is by perturbing about an approximate solution \( \Gamma_0 \). Substituting \( \Gamma = \Gamma_0 + \gamma \) and expanding \( X \circ (\Gamma_0 + \gamma) \) in powers of \( \gamma \), we obtain an equation of the form

\[ \gamma = \gamma_0 + W(\gamma), \quad W(\gamma) = \sum_{m>1} D^{-1} W_n(\gamma)^m, \]  

where \( D \) is a differential operator and \( W_n(\gamma) \) are functions of \( \gamma \).
where $D = \omega \cdot \nabla - DX \circ \Gamma_0$. Iterating the map $\gamma \mapsto \gamma_0 + W(\gamma)$ yields a formal power series for the torus, also referred to as Lindstedt series. This series is in general highly divergent, but there are nontrivial situations where resummation techniques can be used to obtain $\gamma$ from its Lindstedt series [40].

Interestingly, the problems that one encounters are similarly to those found for Feynman graph expansions in quantum field theory. It is these expansions that lead to the development of renormalization methods [121]. The divergencies can be associated with different “scales” in the problem, and by re-normalizing the expansion parameters appropriately, the divergencies at any given scale cancel. Applications of renormalization ideas from quantum field theory to the resummation problem for Lindstedt series can be found e.g. in [52,58,59,60]. In this context, renormalization can be viewed as a method for dealing with combinatorial problems and cancellations in certain highly nontrivial perturbation expansions.

Equation (1.3) also has a vague resemblance to field equations in quantum field theory. In some special cases, it is possible to make this connection more precise and write (1.3) as the Euler-Lagrange equation for some functional $\gamma \mapsto \mathcal{L}_1(\gamma)$. The modern way of analyzing such fields is via functional integrals. Expanding these integrals in powers of small coupling constants yields the above-mentioned Feynman graphs. (Integrals of the same type also appear in statistical mechanics, where there are usually no small parameters.)

The approach taken in non-perturbative renormalization is to perform the integration one scale at a time, transforming a Lagrangian $\mathcal{L}_k$ at scale $k$ to a new Lagrangian $\mathcal{L}_{k+1}$ at scale $k + 1$, making the map $\mathcal{L}_k \mapsto \mathcal{L}_{k+1}$ a dynamical system, if possible. Inspired by this approach, Bricmont et. al. have devised a renormalization scheme that applies to the problem of constructing invariant tori [9]. The formalism itself is non-perturbative, but in practice, the analysis can be carried out only for $X$ close to constant, where $\gamma$ is small. Similar ideas have also been applied successfully to the study of PDEs [10].

In the context described here, renormalization can be viewed as a procedure for solving certain difficult “scale free” problems iteratively, one scale at a time.

1.3. Hamiltonians

The renormalization group approach that we will focus on later is much closer to KAM theory than to the approaches sketched above. In order to simplify the discussion, we will restrict our attention to Hamiltonian flows. Consider $\mathcal{M} = \mathbb{T}^d \times B$, where $B$ is some open neighborhood of the origin in $\mathbb{R}^d$. A Hamiltonian vector field in action-angle variables is of the form $X = \mathbb{J} \nabla H$, with $\mathbb{J} = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix}$, where $H$ is the corresponding Hamiltonian, a differentiable function on $\mathcal{M}$. In other words, the equation $\dot{u} = X(u)$, with $u = (q,p)$, can be written as

$$\dot{q} = \nabla_p H, \quad \dot{p} = -\nabla_q H. \tag{1.5}$$

The corresponding flow will be denoted by $\Phi_t$.

Some basic facts and notation: $H$ is invariant under the flow. The maps $\Phi^t_t \Phi_t$ are symplectic, in the sense that they preserve the symplectic form $\sum dq_j \wedge dp_j$. If $U$ is any symplectic diffeomorphism of $\mathcal{M}$, then the pushforward of $X$ under $U$ is again a Hamiltonian vector field, with Hamiltonian $H \circ U$. Furthermore, $U$ preserves the Poisson bracket $\{f,g\} = \nabla_1 f \cdot \nabla_2 g - \nabla_2 f \cdot \nabla_1 g$. 
A change of coordinates \((q', p') = U(q, p)\) is canonical if and only if the one-form \(p' \cdot dq' - p \cdot dq\) is closed. Locally, this one-form can be written as the differential of some function, which we will write as \(p' \cdot q' - \phi\). We will only be interested in cases where \(\phi\) is defined globally, as a function of \(q\) and \(p'\). In this case, \(\phi\) will be referred to as the generating function of \(U\). It satisfies \(q' = \nabla_2 \phi(q, p')\) and \(p = \nabla_1 \phi(q, p')\). In particular, if \(U = I + u\), with \(u(q, p) = (Q(q, p), P(q, p))\), then we have

\[
U = I + u, \quad u(q, p) = (Q(q, p), P(q, p)),
\]

(1.6) then we have

\[
Q(q, p) = (\nabla_2 \phi)(q, p + P(q, p)), \quad P(q, p) = - (\nabla_1 \phi)(q, p + P(q, p)).
\]

(1.7) Conversely, given \(\phi\) not too large, these two equations determine a canonical transformation of the form (1.6). If \(\phi\) is small, say of “size \(\varepsilon\)”, then so are \(P, Q\), and we have

\[
H \circ U = H(\cdot, \nabla_2 \phi, \cdot - \nabla_1 \phi) + \mathcal{O}(\varepsilon^2) = H + \{H, \phi\} + \mathcal{O}(\varepsilon^2).
\]

(1.8)

1.4. KAM theory

KAM theory \([84,5,112,124,27]\) is concerned with with small perturbations of integrable Hamiltonians, such as

\[
K(q, p) = \omega \cdot p + \frac{1}{2} (Mp) \cdot p,
\]

(1.9) with \(\omega \in \mathbb{R}^d\) and \(M\) a symmetric \(d \times d\) matrix. The dynamics for \(K\) is given by \(\dot{q} = \omega + Mp\) and \(\dot{p} = 0\). Notice that surfaces of constant \(p\) are invariant tori for the flow generated by \(K\), with frequency vector \(w(p) = \omega + Mp\).

The goal is to construct an invariant torus for \(H = K + h\) with rotation vector \(\omega\), by iterating the following procedure. Assuming that \(h\) is small, say of “size \(\varepsilon\)”, we have

\[
(K + h) \circ U = K + \{K, \phi\} + h + \mathcal{O}(\varepsilon^2)
\]

(1.10)

\[
= K - [w \cdot \nabla_1 \phi - h] + \mathcal{O}(\varepsilon^2).
\]

Now we try to solve \([\ldots] = 0\) near \(p = 0\), up to an error of order \(\varepsilon^2\). The equation for the \(\nu\)-th Fourier mode of \(\phi\) is

\[
iw \cdot \nu \phi_\nu = h_\nu + \mathcal{O}(\varepsilon^2).
\]

(1.11)

So among other things, the average \(h_0\) has to be small near \(p = 0\). Assuming that the matrix \(M\) is nonsingular, this can be achieved by a \(p\)-translation, and a restriction to \(p\) near zero. Assuming in addition that \(\omega\) satisfies a Diophantine condition, equation (1.11) can be solved for frequencies \(\nu\) that are not too large. Finally, if we also assume that \(h\) is analytic, so that \(h_\nu \to 0\) rapidly as \(|\nu| \to \infty\), then the equation (1.11) can be solved for all \(\nu\). Thus, the new Hamiltonian \((K + h) \circ U\) is of the form \(K + g\), with \(g\) of order \(\varepsilon^2\). Now the procedure is iterated.

The KAM theorem for this situation states that, under the assumptions made above, the invariant torus with frequency vector \(\omega\) persists under small perturbations of \(K\).
Notice that the assumptions are also satisfied if \( \omega \) is replaced by \( c\omega \), with \( c \neq 0 \). The invariant tori for different values of \( c \) lie on different energy surfaces. The average speed of the motion varies with \( c \), but the winding numbers

\[
\lim_{t \to \infty} \frac{q_j(t)}{q_d(t)} = \frac{\omega_j}{\omega_d}
\]

(1.12)
do not depend on \( c \). If the goal is to construct an invariant torus with fixed winding numbers, but unspecified value of \( c \), then the nondegeneracy assumption on the matrix \( M \) can be weakened: \( M \) is allowed to have rank \( d - 1 \), as long as the range is transversal to \( \omega \). Such Hamiltonians are also referred to as isoenergetically nondegenerate.

The KAM torus for \( H \) is obtained as the limit of \( \Gamma_n = U_1 \circ U_2 \circ \ldots \circ U_n \) as \( n \to \infty \), where \( U_n \) denotes the canonical transformation used in the \( n \)-th step of the iteration described above. \( \Gamma_n \) is defined on a domain \( T^d \times B_n \), with \( \{B_n\} \) a sequence of smaller and smaller neighborhoods of zero. The limit \( \Gamma \) yields the desired conjugacy

\[
\Gamma \circ \Phi^k = \Phi^l \circ \Gamma, \quad \text{on} \quad T^d \times \{0\}.
\]

(1.13)

The KAM procedure has clearly a renormalization flavor, although some ingredients are missing, most notably the scaling. As we will see later, by modifying this algorithm appropriately, it can be made into a dynamical system. Some earlier steps in this direction were also taken in [73,74,85].

1.5. Scales
Renormalization applies mainly to systems that involve a natural progression of scales, but that do not have any preferred scale. The effect of a renormalization operator is to shift the scales of the system.
The best known examples in dynamical systems may be the composition operators \( R : F \mapsto F^k \) (modulo rescaling). Here, and in what follows, \( F^k \) denotes the \( k \)-th iterate of a map \( F \). These operators have been studied in great detail [131], after the observation of universality and scaling in one-parameter families of interval maps undergoing period doubling bifurcations \( 1 \to 2 \to \ldots \to 2^{n-1} \to 2^n \to \ldots \). The \( k = 2 \) version of \( R \) lifts the inverse cascade to the space of maps, in the sense that \( F \circ F \) has a period \( 2^{n-1} \) whenever \( F \) has a period \( 2^n \).

In problems dealing with irrational rotations, the scales come from the arithmetic properties of the rotation numbers. Consider e.g. the number \( \alpha = 1/(k + 1/(k + \ldots )) \), with \( k \) some fixed positive integer. (For \( k = 1 \), \( \alpha \) is the inverse golden mean.) Its continued fraction approximants \( u_n/v_n \) may be obtained as follows:

\[
\begin{bmatrix} u_n \\ v_n \end{bmatrix} = T^n \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad T = \begin{bmatrix} 0 & 1 \\ 1 & k \end{bmatrix}.
\]

(1.14)

Consider a circle \( C \), defined by a strictly monotone function \( C(x) \) on \( \mathbb{R} \), by identifying \( C(x) \) with \( x \) for any real \( x \). A simple example would be \( C_0(x) = x - 1 \). A map on \( C \) is a function \( M : \mathbb{R} \to \mathbb{R} \) that commutes with \( C \), and a point \( x \) has rotation number \( u/v \) for this map if \( C^u \circ M^v(x) = x \). In this formulation, a renormalization operator that takes a pair \( F = \begin{bmatrix} C \\ M \end{bmatrix} \) with rotation number \( u_{n-1}/v_{n-1} \) to a pair with rotation number \( u_n/v_n \), is given by

\[
\mathcal{R} : \begin{bmatrix} C \\ M \end{bmatrix} \mapsto \begin{bmatrix} C^0 \circ M^1 \\ C^1 \circ M^k \end{bmatrix} \quad \text{(modulo rescaling)}.
\]

(1.15)

The pair \( F_0 = \begin{bmatrix} C_0 \\ M_0 \end{bmatrix} \), with \( M_0(x) = x + \alpha \), is a fixed point of \( \mathcal{R} \), and it clearly has rotation number \( \alpha \). Notice that the “exponents” in (1.15) are precisely the matrix elements of \( T \). This suggests of course a generalization to problems with more than one frequency.

This renormalization operator \( \mathcal{R} \) (for any \( k \)) has been studied in great detail [132]. To give a very simple application, it can be shown e.g. that if \( F \) is a small perturbation of \( F_0 \) with rotation number \( \alpha \), then \( \mathcal{R}^n(F) \to F_0 \) as \( n \to \infty \). This in turn can be used to establish a conjugacy between \( F \) and \( F_0 \).

The analogous operator can be defined also for other types of maps. Such an operator was studies in connection with the breakup of invariant circles in area-preserving maps of the plane [69, 102, 53, 103, 120].

### 1.6. Breakup of invariant tori

By the KAM theorem, a Hamiltonian \( H \) close to an integrable Hamiltonian like (1.9) has a smooth invariant torus \( \Gamma \) with winding numbers \( \omega_j/\omega_d \). The proof also shows that near this torus, \( H \) is essentially integrable, and so the motion is highly ordered and stable. In the case \( d = 2 \), an invariant 2-torus has an even stronger stabilizing effect, as it divides the (3 dimensional) energy surface containing it into disjoint invariant regions.

Let now \( d = 2 \) and \( \omega = \begin{bmatrix} \vartheta^{-1} \\ 1 \end{bmatrix} \), with \( \vartheta \) the golden mean \( \frac{1}{2}\sqrt{5} + \frac{1}{2} \). Consider a one-parameter family \( \beta \mapsto H^\beta \) of Hamiltonians on \( \mathbb{T}^2 \times \mathbb{R}^2 \), such as

\[
H^\beta(q,p) = \omega \cdot p + \frac{1}{2}p_1^2 + \beta [\cos(q_1) + \cos(q_1 - q_2)],
\]

(1.16)
which is essentially the Hamiltonian used in [48]. For values of $\beta$ close to 0, this Hamiltonian has a golden invariant torus, that is, a smooth invariant torus with winding number $\vartheta^{-1}$. This torus is observed to persist as $\beta$ is increased, up to some value $\beta = \beta_\infty$, where it breaks up. The breakup is also seen to promote chaotic motion in the form of hyperbolic orbits with golden mean rotation number.

Before the critical point $\beta_\infty$, the system has “prominent” periodic orbits (symmetric Birkhoff orbits) for each of the rotation numbers $1/2, 2/3, 3/5, \ldots$ associated with the continued fraction expansion of $\vartheta^{-1}$. Past the critical point, these orbit with rotation number $u_n/v_n$ turn unstable, at parameter values $\beta_n$ that converge to $\beta_\infty$ in the limit $n \to \infty$. The convergence is observed to be asymptotically geometric, with

$$\lim_{n \to \infty} \frac{\beta_{n+1} - \beta_n}{\beta_n - \beta_{n-1}} = \delta^{-1}, \quad \delta = 1.6279 \ldots.$$  \hspace{1cm} (1.17)

This ratio appears to be universal, in the sense that the same values is observed within a large class of one-parameter families.

The “critical” Hamiltonian $H^{\beta_\infty}$ appears to have an invariant torus $\Gamma$ that is non-smooth. Near this torus, the motion for $H^{\beta_{n+1}}$ looks like that of $H^{\beta_n}$, modulo a scaling of time (by $\vartheta$) and a scaling of space. The observed eigenvalues of the spatial scaling are

$$\lambda_\tau = \vartheta, \quad \lambda_x = \mu_*/\lambda_z \quad \lambda_y = \mu_\infty/\lambda_\tau, \quad \lambda_z = -0.32606 \ldots,$$  \hspace{1cm} (1.18)

with $\mu_* = 0.23046 \ldots$. Again, these values appear to be universal.

Fig. 2. Orbits for a critical Hamiltonian [2]
When looking for an explanation, anybody that is familiar with statistical mechanics and phase transitions will immediately try to find an appropriate renormalization group transformation $\mathcal{R}$, acting on a space of Hamiltonians. The expected picture involves the existence of a hyperbolic fixed point $H^*$ for $\mathcal{R}$, such that $D\mathcal{R}(H^*)$ has an expanding eigenvalue $\delta = 1.6279\ldots$, and no other spectrum outside the open unit disk.

2. Renormalization of flows

After introducing a renormalization group (RG) transformation for Hamiltonian flows, and motivating the choices involved, we generalize the construction to other vector fields on $T^d \times \mathbb{R}^\ell$, and to skew flows over $T^d$.

2.1. Hamiltonian systems

The first use of renormalization in connection with the breakup of golden invariant tori appears to be by Escande and Doveil [49]. Their transformation contained the following ingredients. One is a frequency scaling $H \mapsto H \circ T$,

$$T(q, p) = (Tq, (T^*)^{-1}p),$$

where $T^*$ denotes the transpose of $T$. Here, $T = \begin{bmatrix} 0 & 1 \\ 1 & 1 \end{bmatrix}$. The remaining ingredients are a scaling of time and momenta, and a canonical change of variables $H \mapsto H \circ U$, designed to obtain a renormalized Hamiltonian of the same form as the original Hamiltonian. The latter was chosen ad-hoc and involved truncations, since only a few selected Fourier modes were being considered.

An alternative approach by Kadanoff, Shenker, and MacKay [69,102,53,103] uses commuting pairs of area-preserving maps. The breakup of invariant circles for these maps produces the same phenomena (and numbers) as described above. After all, one way to obtain an area-preserving map is to start with a Hamiltonian on $T^2 \times \mathbb{R}^2$, restrict its motion to a surface of constant energy, and then consider the return map to an appropriate plane. Based on the numerical results in [102], there is little doubt that the renormalization picture correctly describes the observed phenomena. The main drawback with this approach is that commuting maps do not constitute a manifold, which makes it hard to discuss some important aspects of renormalization, such as the hyperbolicity of the renormalization operator. (Similar problems are also encountered in one-dimensional dynamics, which lead to the development of alternative approaches, such as the “cylinder renormalization” for Siegel disks [128,57].)

The best rigorous result in this line of work is the existence a nontrivial solution of $\mathcal{R}^3(F) = F$, for a renormalization operator $\mathcal{R}$ of the type (1.15), acting on pairs of reversible maps [120]. Whether this solution $F = \begin{bmatrix} C \\ M \end{bmatrix}$ is a fixed point of $\mathcal{R}$, and whether its components $C$ and $M$ commute, is not known.

In the Hamiltonian approach, it took much longer before accurate computations became possible [2], although some clear improvements to the original scheme were made earlier [109,14]; see also [17] and references therein. The difficulty has to do with the
choice for the change of variables $H \mapsto H \circ U$. In other problems where renormalization has been applied, the analogue of $U$ can be guessed from the observed scaling. This scaling is typically a contraction on phase space, so it may be reduced to a simple (finite codimension) normal form. But the torus cannot be contracted.

As it turns out [76], it is still possible to find a RG transformation of the form

$$\mathcal{R}(H) = H \circ T \quad \text{(mod } \mathcal{G}),$$

where $\mathcal{G}$ is some “group” of similarity transformations. But it appears that this group needs to be infinite dimensional. Among the possible similarity transformations are

- Scaling of time or energy, $H \mapsto \eta^{-1}H - E$.
- Scaling of momenta $H \mapsto \mu^{-1}H(\cdot, \mu)$.
- Change of variables $H \mapsto H \circ U$, with $U$ canonical and homotopic to the identity.

![Fig. 3. General form of the RG transformation $\mathcal{R}$](image)

The goal is to find a suitable “normal form” for Hamiltonians, and a map $H \mapsto G_H \in \mathcal{G}$, such that $G_H(H \circ T)$ is in normal form whenever $H$ is. Using for $G_H$ a composition of the three similarity transformations listed above, we have

$$\mathcal{R}(H) = H' \circ \mathcal{U}_{\eta \mu}, \quad H' = \frac{1}{\eta \mu} H \circ \mathcal{T}_\mu - E,$$

where $\mathcal{U}_{\eta \mu}$ is a canonical change of variables,

$$\mathcal{T}_\mu(q, p) = (Tq, \mu(T^*)^{-1}p).$$

and $E, \eta, \mu$ are normalization constants that may depend on $H$. We will set $E = 0$ from now on, and mostly ignore constant terms in Hamiltonians, since such terms do not change
the vector field. The constants \( \eta \) and \( \mu \) can be determined e.g. by prescribing the value of two coefficients in the Taylor expansion for the torus average of \( \mathcal{R}(H) \). Choosing a suitable normal form that also determines \( \mathcal{U}_{\nu'} \) is more delicate. This problem will be discussed in Subsections 2.2 and 2.3.

We expect \( \mathcal{R} \) to have at least one integrable fixed point, describing the flow near smooth invariant tori. Such fixed points are in fact easy to find. To be more specific, let \( T \) be a matrix in \( \text{SL}(d, \mathbb{Z}) \) that has two eigenvectors \( T\omega = \vartheta_1 \omega \) and \( T\Omega = \vartheta_2 \Omega \), for two eigenvalues satisfying \( \vartheta_1 > 1 > |\vartheta_2| \). Consider the integrable Hamiltonians

\[
K(q, p) = f(p) = (\omega \cdot p) + \frac{m}{2} (\Omega \cdot p)^2,
\]

with \( m > 0 \), unless specified otherwise. Starting with this Hamiltonian \( K \), computing \( K \circ T \), and then applying a momentum and energy scaling (including an angle-dependent change of variables would be counter-productive here), we obtain

\[
\mathcal{R}(K)(q, p) = \eta^{-1} \mu^{-1} f (\mu(T)^{-1} p) - E
\]

\[
= \eta^{-1} \vartheta_1^{-1} (\omega \cdot p) + \eta^{-1} \mu \vartheta_2^{-2} \frac{m}{2} (\Omega \cdot p)^2 - E.
\]

For \( K \) to be a fixed point for \( \mathcal{R} \), we need an energy scaling \( \eta = \vartheta_1^{-1} \), and \( E = 0 \). Ignoring for the time being the case \( m = 0 \), where the momentum scaling \( \mu \) is undetermined, we have \( \mu = \vartheta_1^{-1} \vartheta_2^2 \). Notice that \( |\mu| < 1 \), due to our condition \( \vartheta_1 > 1 > |\vartheta_2| \), meaning that the momenta \( p \) are contracted by the scaling \( H \mapsto \mu^{-1} H(\cdot, \mu) \).

So far so good. The problem arises when we try to extend \( \mathcal{R} \) to Hamiltonians \( H \) that depend on the angle variables \( q \) as well. Consider e.g. a space \( \mathcal{A}_\rho \) of Hamiltonians that are analytic in the domain \( D_\rho \), defined by \( |\text{Im} q_j| < \rho \) and \( |p_j| < \rho \), with \( \rho \) some fixed positive real number. If \( H \) is analytic on \( D_\rho \) then \( H' = H \circ \mathcal{T}_\mu \) is analytic on \( \mathcal{T}_\mu^{-1} D_\rho \).

But this new domain is narrower than \( D_\rho \) in the angular direction \( \omega \), by a factor \( \vartheta_1^{-1} \). The question is whether this loss of analyticity can be restored by a canonical change of variables \( H' \mapsto H' \circ \mathcal{U}_{\nu'} \). At first, this seems unlikely, since \( \mathcal{U}_{\nu'} \) should be close to the identity for \( H \) close to \( K \), if we want \( \mathcal{R} \) to be a smooth map on \( \mathcal{A}_\rho \). And a fixed domain loss cannot be restored by changes of variables arbitrarily close to the identity. What will save the situation are cancellations.

2.2. Resonant and nonresonant Hamiltonians

Motivated by the above, we start by trying to identify the “good” and “bad” terms in the Fourier-Taylor series

\[
H(q, p) = \sum_{(\nu, \alpha) \in I} H_{\nu, \alpha} e^{i\nu \cdot q} p^\alpha, \quad p^\alpha = \prod_j p_j^{\alpha_j},
\]

where \( I = \mathbb{Z}^d \times \mathbb{Z}_+^d \). The Hamiltonian \( H \) is analytic on \( D_\rho \) if and only if the series (2.7) converges on \( D_\rho \), which is roughly equivalent to

\[
|H_{\nu, \alpha}| \lesssim e^{-\rho|\nu|} \rho^{-|\alpha|}, \quad (\nu, \alpha) \in I.
\]
Here, $|.|$ denotes the $\ell^1$ norm. In order to identify which of these conditions are violated for the Hamiltonian $H \circ T_\mu$, consider its Fourier-Taylor series

$$
(H \circ T_\mu)(q, p) = \sum_{(\nu, \alpha) \in I} H_{\nu, \alpha} e^{i(T^\ast \nu) \cdot q} [\mu(T^\ast)^{-1} p]^\alpha.
$$

(2.9)

If we consider just the terms with fixed degree $|\alpha|$, then the “bad” terms can be identified as those for which $|T^\ast \nu| > |\nu|$. A more careful analysis has to take into account that the factor $\mu^{|\alpha|}$ in (2.9) improves convergence in directions where $|\alpha| \to \infty$.

Alternatively, we can try to identify the “good” modes $e^{i\nu \cdot q} \rho^\alpha$ that do not get expanded under composition with $T_\mu$. Among them are the “resonant” modes, which we now describe. Assume that all eigenvalues of $T$ other than $\psi_1$ are of modulus $< 1$. Then the orthogonal complement of $\omega$ is contracted by $T^\ast$, with respect to some norm on $\mathbb{C}^d$ that we will denote by $\|.|\$. Given real numbers $\sigma, \kappa > 0$ to be determined later, define

$$
I^+ = \{ (\nu, \alpha) \in I : |\omega \cdot \nu| \leq \sigma \|\nu\| \text{ or } |\omega \cdot \nu| \leq \kappa |\alpha| \}, \quad I^- = I \setminus I^+.
$$

(2.10)

The “resonant” part $\mathbb{J}^+ H$ of a Hamiltonian $H$, and its “nonresonant” part $\mathbb{J}^- H$, are now defined by restricting the sum in (2.7) to the index set $I^+$ and $I^-$, respectively.

In order to make precise what we mean by non-expanding modes, we need to introduce a norm. Define $\mathcal{A}_\rho$ to be the space of Hamiltonians that are analytic on the domain $D_\rho$, and continuous on its closure. We equip this space with the norm

$$
\|H\|_\rho = \sum_{(\nu, \alpha) \in I} |H_{\nu, \alpha}| e^{\rho \|\nu\|} |\rho^{|\alpha|} |.
$$

(2.11)

It is now straightforward to prove the following

**Proposition 2.1.** If $\sigma, |\mu|$ are positive and sufficiently small, and if $\rho' < \rho$ is sufficiently close to $\rho$, then the restriction of $H \mapsto H \circ T_\mu$ to $\mathbb{J}^+ \mathcal{A}_{\rho'}$ is a compact linear operator from $\mathbb{J}^+ \mathcal{A}_{\rho'}$ to $\mathcal{A}_\rho$, with operator norm $\leq 1$.

**Proof.** Pick $(\nu, \alpha)$ in the index set $I^+$, and consider the function $E_{\alpha, \nu}(q, p) = e^{i\nu \cdot q} \rho^\alpha$. Then for $r > 0$,

$$
\|E_{\nu, \alpha} \circ T_\mu\|_\rho \leq e^{\rho \|T^\ast \nu\|} |c \mu \rho |^{|\alpha|} 
\leq \exp \left[ \rho \|T^\ast \nu\| - r \|\nu\| + |\alpha| \ln |c \mu \rho / r| \right] \|E_{\nu, \alpha}\|_r,
$$

(2.12)

where $c$ is some constant depending only on $T$. Consider first $r = \rho'$. Clearly, the third term in $[.]$ is always non-positive if $|\mu| > 0$ is sufficiently small. If $|\omega \cdot \nu| \leq |\sigma| |\nu|$ then the sum of the first two terms is also non-positive, provided that $\sigma > 0$ has been chosen sufficiently small. This follows from the fact that $\omega^\perp$ is contracted by $T^\ast$. Alternatively, if $|\omega \cdot \nu| > |\sigma| |\nu|$ and thus $\|\nu\| < \sigma^{-1} |\kappa| |\alpha|$, then we can make $[.] \leq 0$ by taking $|\mu| > 0$
sufficiently small. This shows that the term \[ \ldots \] in (2.12) is non-positive. These arguments clearly extend to \( r < \rho \) sufficiently close to \( \rho \). Thus, if \( H \in \mathbb{I}^+ A_r \) then
\[
\| H \circ \mathcal{T}_\mu \|_\rho \leq \sum_{(\nu,\alpha) \in I^+} |H_{\nu,\alpha}| \| E_{\nu,\alpha} \circ \mathcal{T}_\mu \|_\rho \leq \sum_{(\nu,\alpha) \in I^+} |H_{\nu,\alpha}| \| E_{\nu,\alpha} \|_r = \| H \|_r.
\]
The assertion now follows by taking \( r < \rho' < \rho \) and using the fact that the inclusion map from \( A_{\rho'} \) into \( A_r \) is compact. QED

Notice that the resonant modes, which are essentially the ones that cause small denominator problems in KAM theory, are easy to deal with in this approach.

It should be noted also that the smallness conditions in Proposition 2.1 can easily be replaced by concrete inequalities. To give a concrete example: Using a slightly different definition of \( I^+ \), an analogue of this proposition is proved in [1] for
\[
|\vartheta_2| + \sigma (\vartheta_1 - |\vartheta_2|) < \frac{\rho'}{\rho}, \quad 0 < \left| \frac{\mu}{\vartheta_d} \right| e^{\rho \kappa (|\vartheta_1 - |\vartheta_2|)} < \frac{\rho'}{\rho}.
\]
(2.13)

2.3. The change of variables \( \mathcal{U}_H \)

Proposition 2.1 suggests that we take the resonant Hamiltonians as our “normal form”. This requires that the change of variables \( \mathcal{U}_{H'} \) in equation (2.3) can be chosen in such a way that
\[
\mathbb{I}^{-} (H' \circ \mathcal{U}_{H'}) = 0,
\]
which makes \( \mathcal{R}(H) \) again resonant. In other words, the role of \( \mathcal{U}_{H'} \) would be to eliminate nonresonant modes. Now why should this equation be solvable? Roughly speaking, the reason is that the equation deals mainly with nonresonant functions, which should avoid small denominator problems.

To be more precise, let \( K_0(q, p) = \omega \cdot p \), and consider a Hamiltonian \( H = K_0 + h \) not too far from \( K_0 \). Denote by \( h^+ \) and \( h^- \) the resonant and nonresonant parts of \( h \), respectively, and assume that \( \varepsilon = \| h^- \|_\rho \) is small. If \( U \) is a canonical transformation with nonresonant generating function \( \phi \) of order \( \varepsilon \), then
\[
H \circ U = H + \{H, \phi\} + \mathcal{O}(\varepsilon^2) = K_0 + [h - \omega \cdot \nabla_1 \phi + \{h, \phi\}] + \mathcal{O}(\varepsilon^2).
\]
(2.15)

Let us try to solve \( \mathbb{I}^{-} (H \circ U) = 0 \) to first order in \( \varepsilon \). The resulting equation for \( \phi \) is
\[
\mathbb{I}^{-}[\ldots] = 0,
\]
which can be written as
\[
\omega \cdot \nabla_1 \phi + \mathbb{I}^{-} \hat{h} \phi = h^-,
\]
where \( \hat{g} \) denotes the Hamiltonian vector field associated with a Hamiltonian \( g \), that is, \( \hat{g} f = \{f, g\} \). The formal solution of this equation is
\[
(\omega \cdot \nabla_1) \phi = (\mathbb{I} + \mathbb{L}^{-})^{-1} h^-,
\]
(2.16)
with
\[
\mathbb{L}^- = \mathbb{I}^\top h(\omega \cdot \nabla_1)^{-1} = \mathbb{I}^\top \left[ (\nabla_2 h) \cdot \frac{\nabla_1}{\omega \cdot \nabla_1} - (\nabla_1 h) \cdot \frac{\nabla_2}{\omega \cdot \nabla_1} \right].
\]

Here \(\mathbb{L}^-\) is a linear operator on \(\mathbb{I}^- A_\rho\). Now by the definition of \(I^-\), the two operators (written as fractions) in square brackets are bounded in norm by \(\sigma^{-1}\) and \((\rho \kappa)^{-1}\), respectively. Thus, if \(\|\nabla h\|_\rho\) is sufficiently small, such that \(\|\mathbb{L}^-\| < 1\), then equation (2.16) can be solved by a Neumann series. The solution \(\psi = \omega \cdot \nabla_1 \phi\) belongs to \(A_\rho\) and is of order \(\varepsilon\). The next step would be to solve equation (1.7) for the functions \(P\) and \(Q\) defining the canonical transformation \(U\) generated by \(\phi\). Notice that what enters this equation is not \(\phi\) directly, but its gradient. This gradient is \((\omega \cdot \nabla_1)^{-1} \nabla \psi\), a function for which we have again convenient bounds.

By construction, the new Hamiltonian \(H \circ U\) has a nonresonant part of order \(\varepsilon^2\). Thus we can solve equation (2.14) by iterating the step \(H \mapsto H \circ U\) described above.

A generalization of this procedure will be described in detail in Subsection 7.4.

Remarks.
- This elimination procedure shrinks domains. However, the domain loss tends to zero with the size of \(h^-\). Thus, for near-resonant Hamiltonians, the subsequent step \(H \mapsto H \circ T_\mu\) more than compensates for this domain loss, making \(\mathcal{R}\) analyticity improving.
- It should be stressed that only the nonresonant part of \(h\) needs to be small for this procedure to work. The condition \(\|\mathbb{L}^-\| < 1\) allows for Hamiltonians that are not close to being integrable.

For completeness, let us state a concrete result about the transformation \(\mathcal{R}\). Let \(\omega = (1, \omega_2, \ldots, \omega_d)\) be a fixed vector in \(\mathbb{R}^d\), whose components span an algebraic number field of degree \(d\). We will call such vectors self-similar, for the following reason. It can be shown [76] that there exists a matrix \(T \in \text{SL}(d, \mathbb{Z})\) with simple eigenvalues \(\vartheta_j\) satisfying \(\vartheta_1 > 1 > |\vartheta_2| \geq \ldots \geq |\vartheta_d|\), such that \(T \omega = \vartheta_1 \omega\). Consider now a fixed matrix \(T\) with these properties.

**Theorem 2.2.** [1] Let \(0 < \rho < \sigma / \kappa\). If \(\rho' < \rho\) is sufficiently close to \(\rho\) and \(\mu \in \mathbb{C}\) satisfies (2.13), then there exists an open neighborhood \(B \in A_{\rho'}\) of \(K_0\) such that \(\mathcal{R} : B \to A_\rho\) is well defined, analytic, and compact.

The version of this theorem given in [1] contains additional information about the domain \(B\).

**2.4. Other vector fields**

Flows \(\dot{q} = X(q)\) on the torus \(\mathbb{T}^d\) are a special case of the above, as can be seen by restricting the flow for a Hamiltonian \(H = p \cdot X(q)\) to the invariant torus \(p = 0\). For flows that are not described by a generating function, we have to renormalize the vector field directly.

Let \(X\) be a vector field on a manifold \(\mathcal{M}\). Consider a change of coordinates \(x = \mathcal{U}(y)\) on \(\mathcal{M}\). Then \(\dot{x} = D \mathcal{U}(y) \dot{y}\). So the pullback of \(X\) under \(\mathcal{U}\) is

\[
\mathcal{U}^* X = (D \mathcal{U})^{-1}(X \circ \mathcal{U}).
\]
Consider now $M = \mathbb{T}^d \times \mathbb{R}^\ell$, and vector fields near $Z = (\omega, 0)$. In the Hamiltonian case described earlier, we used a the phase space scaling $T(q, p) = (Tq, \mu Sp)$, \hfill (2.18)
with $S$ the transposed inverse of $T$. The same type of scaling is appropriate for other types of vector fields as well, e.g. with $S = I$ whenever $\ell \neq d$. For the pullback of $X = (X', X'')$ under $T$ we have
\[
T^*X = (T^{-1} X' \circ T, \mu^{-1} S^{-1} X'' \circ T).
\] \hfill (2.19)

The analogue of the renormalization group (RG) transformation (2.3) is now given by
\[
\mathcal{R}(X) = \eta^{-1} \mathcal{U}_X^* T^* X,
\] \hfill (2.20)
where $\mathcal{U}_X$ is a change of coordinates that eliminates nonresonant modes. Here, $\eta$ and $\mu$ are normalization constants that may depend on $X$.

This type of RG transformations has been used e.g. in [96,72,81] to linearize torus flows and skew systems, and in [80] to construct invariant tori for general flows near $Z = (\omega, 0)$. When dealing with specific classes of flows, it is useful to choose the projections $I^\pm$ and the change of variables $\mathcal{U}_X$ in such a way that the given class is preserved under renormalization.

The choice given in [80] does this simultaneously for the following four classes, in the case where $G(q, p) = (-q, p)$. A detailed description of the corresponding elimination procedure $X \mapsto \mathcal{U}_X^* X$ will be given in Subsection 3.4.

1. **Symmetric**: Given a diffeomorphism $G$ of $\mathcal{M}$, a vector field $X$ on $\mathcal{M}$ is symmetric with respect to $G$ if $G^* X = X$. The flow for $X$ commutes with $G$. The changes of variables $\mathcal{U}_X$ are generated by symmetric vector fields as well.

2. **Reversible**: If $G \circ G = I$, then $X$ is time-reversible with respect to $G$ if $G^* X = -X$. The flow for $X$ satisfies $G \circ \Phi_t^G \circ G = \Phi_{-t}^G$. Reversibility is preserved if $\mathcal{U}_X$ is generated by symmetric vector fields.

3. **Divergence free**: Here, $\text{tr}(DX) = 0$. The flow for $X$ is volume preserving. $\mathcal{U}_X$ is generated by divergence free vector fields.

4. **Hamiltonian**: This case was discussed earlier. Hamiltonian vector fields are also divergence free. Some are time reversible as well, e.g., if $H(q, p) = H(q, -p)$ then $X = J \nabla H$ is reversible with respect to $G : (q, p) \mapsto (-q, p)$.

For specific results we refer to [80].

### 2.5. Skew systems

Here we discuss in more detail a class of flows called skew flows. These are systems of ODEs with quasiperiodic coefficients. To be more specific, let $\mathfrak{G}$ be a Lie subgroup of $\text{GL}(n, \mathbb{C})$ or $\text{GL}(n, \mathbb{R})$, and let $\mathfrak{A}$ be the corresponding Lie algebra. Then one considers equations of the type
\[
\dot{y}(t) = F(t)y(t), \quad y(0) = y_0,
\] \hfill (2.21)
with $y(t) \in \mathfrak{G}$, where $F : \mathbb{R} \to \mathfrak{A}$ is a quasiperiodic function with $d$ rationally independent frequencies $\omega_1, \ldots, \omega_d$. Such systems are encountered e.g. in the study of the
one-dimensional Schrödinger equation with quasiperiodic potentials, where \( G = \text{SL}(2,R) \). The discrete analogue are products of matrices \( F_i \) depending quasiperiodically on the index \( i \). One of the problem is to find the spectrum of products \( F_m \cdots F_2 F_1 \) in the limit of large \( m \). This is trivial in the case where \( i \mapsto F_i \) is periodic.

We can rewrite (2.21) as
\[
\dot{y}(t) = f(q_0 + t\omega)y(t), \quad y(0) = y_0, \tag{2.22}
\]
with \( f \) a function on \( T^d \), taking values in \( A \). This equation, together with \( \dot{q} = \omega \) defines a vector field \( X \) on the manifold \( M = T^d \times G \),
\[
X(q,y) = (\omega, f(q)y), \quad f(q) \in A, \quad (q,y) \in M. \tag{2.23}
\]
The flow for \( X \) is given by
\[
\Phi^t_X(q_0, y_0) = (q_0 + t\omega, \Psi^t_X(q_0)y_0), \quad (q_0, y_0) \in M, \quad t \in \mathbb{R}. \tag{2.24}
\]
where \( t \mapsto \Psi^t_X(q_0) \) denotes the solution of (2.22) for \( y_0 \in G \) the identity.

Classical Floquet theory shows that if \( t \mapsto q(t) \) is periodic, and in particular if \( d = 1 \), then the system is reducible. To be more precise, the vector field (2.23) is said to be reducible if there exists a function \( U : T^d \to G \), such that
\[
\Psi^t_X(q) = U(q + t\omega)e^{tC}U(q)^{-1}, \quad t \in \mathbb{R}, \quad q \in T^d, \tag{2.25}
\]
for some constant matrix \( C \in A \). If \( \omega \in \mathbb{R}^d \) is fixed, we will also refer to \( f \) as being reducible. For another characterization of reducibility, considering the map \( U : M \to M \), defined by
\[
U(q,y) = (q, U(q)y). \tag{2.26}
\]
The pullback of \( X = (\omega, f .) \) under this map is given by the equation
\[
(U^*X)(q,y) = (\omega, (U^*f)(q)y), \quad U^*f = U^{-1}(f - D\omega)U, \tag{2.27}
\]
where \( D\omega = \omega \cdot \nabla \). Modulo smoothness assumptions, (2.25) is equivalent to \( f = U^*C \).

In the quasiperiodic case, solving \( U^*f \equiv C \) leads to small divisor problems, as in classical KAM theory. Results based on KAM type methods have been obtained in [113,8] for \( G = \text{GL}(d,R) \), and in [70,35,114,41,86,87] for other groups. A different approach to the reducibility problem involves renormalization methods. For discrete time cocycles over rotations by an irrational angle \( \alpha \), and for \( G = \text{SU}(2) \), Rychlik introduced in [118] a renormalization scheme based on a rescaling of first return maps, using the continued fractions expansion of \( \alpha \). Improvements of this scheme and global (non-perturbative) results can be found in [88,89,6]. In the context of flows, renormalization techniques were used in [99] to prove a local normal form theorem for analytic skew systems with a Brjuno base flow.

Extensions of such RG techniques to skew systems with higher dimensional base maps or flows have become possible with the introduction in [72] of a suitable multidimensional
continued fractions algorithm. A renormalization scheme based on this algorithm was introduced recently in [81]. It applies to Diophantine skew flows on $\mathbb{T}^d \times \mathfrak{G}$, for arbitrary subgroups of $\text{GL}(n, \mathbb{C})$ or $\text{GL}(n, \mathbb{R})$, and for arbitrary dimensions $d, n$. In addition, the smoothness requirements are lowered, from analyticity to a finite degree of differentiability (depending on $d$ and on the Diophantine exponent). The RG transformations themselves are restricted to vector fields $X = (\omega, f.)$ with $f$ small. Among the general results are the existence of a stable codimension $d$ manifold (near $f = 0$) of reducible skew systems. Other near-constant vector fields are mapped to this case by increasing the dimension of the torus. In the case $d = 2$ and $\mathfrak{G} = \text{SL}(2, \mathbb{R})$, the stable manifold is identified with the set of skew systems having a fixed fibered rotation number (see Subsection 8.4).

The precise results, and the techniques used to prove them, will be described (below and) in Section 8.

3. A single renormalization group step

This section covers the more technical aspects of renormalization. For skew flows, this includes explicit estimates of the type needed (later) to deal with general Diophantine rotation vectors. And for vector fields on $\mathbb{T}^d \times \mathbb{R}^\ell$, we give a complete description of the main renormalization step: the elimination of nonresonant modes.

3.1. Skew systems: definitions

Skew flows are ideal for the description of a complete RG step, since the analysis is quite simple: estimating the action of $\mathcal{R}$ on resonant frequencies takes a few lines, eliminating nonresonant frequencies involves little more than the implicit function theorem, and combining the two is straightforward.

Consider skew flows $X = (\omega, f)$ with $f$ close to zero. Given $\gamma \geq 0$, define $\mathcal{F}_\gamma$ to be the Banach space of integrable functions $f : \mathbb{T}^d \to \text{GL}(n, \mathbb{C})$, for which the norm

$$\|f\|_\gamma = \|f_0\| + \sum_{0 \neq \nu \in \mathbb{Z}^d} \|f_\nu\|(2^{\|\nu\|})^{\gamma}$$

is finite. Here, $f_\nu$ denotes the $\nu$-th Fourier coefficient of $f$. Notice that $\mathcal{F}_\gamma$ is roughly $C^\gamma$. The set of functions in $\mathcal{F}_\gamma$ that take values in $\mathfrak{G}$ or $\mathfrak{A}$ will be denoted by $\mathcal{G}_\gamma$ or $\mathcal{A}_\gamma$, respectively. We will now drop the subscript $\gamma$ if no confusion can arise.

A single RG step for skew flows is associated with a unit vector $\omega \in \mathbb{R}^d$, and a matrix $T$ in $\text{SL}(d, \mathbb{Z})$, which we assume now to be given. Let

$$T(q, y) = (T(q), y).$$

(3.2)

The pullback of $X$ under $T$ is given by

$$(T^*X)(q, y) = (T^{-1}\omega, (T^*f)(q)y), \quad T^*f = f \circ T.$$  

(3.3)

Denote by $\mathcal{K}(r)$ the set of vectors in $\mathbb{R}^n$ that are contracted by a factor $\leq r$ by the matrix $T^*$. Choose $0 < \sigma < \tau < 1$, if possible, such that

$$2\sigma\|T\| < \tau, \quad \omega^\perp \subset \mathcal{K}(\tau/2).$$

(3.4)
The “resonant” part $I^+ f$ of a function $f \in F$, and its “nonresonant” part $I^- f$, are now defined by the equation
\begin{equation}
I^\pm f(q) = \sum_{\nu \in I^\pm} f_\nu e^{i\nu \cdot q}, \tag{3.5}
\end{equation}
where $I^+$ is the set of integer points in $K(\tau)$ and $I^-$ its complement in $\mathbb{Z}^d$. We will show below that it is possible to find $U_f \in F$ close to the identity, such that
\begin{equation}
I^- U_f f = 0, \tag{3.6}
\end{equation}
and such that $U_f \in \mathcal{G}$ whenever $f \in A$. The renormalized function $N(f)$ and the renormalized vector field $R(X)$ are now defined by the equation
\begin{equation}
N(f) = \eta^{-1} T^* U_f f, \quad R(X) = \eta^{-1} T^* U_f X, \tag{3.7}
\end{equation}
where $\eta$ is the norm of $T^{-1} \omega$, so that the torus component of $R(X)$ is again a unit vector.

### 3.2. Skew systems: estimates

The resonant part of $f$ is easy to deal with:

**Lemma 3.1.** If $f \in F$ satisfies $I^- f = \mathbb{E} f = 0$, then $\|T^* f\| \leq \tau^\gamma \|f\|$.

Here, $\mathbb{E} f$ denotes the torus-average of $f$. The proof is one line:
\begin{equation}
\|T^* f\| = \sum_{0 \neq \nu \in I^+} \|f_\nu\|(2\|S\nu\|)^\gamma \leq \sum_{0 \neq \nu \in I^+} \|f_\nu\|(2\tau\|\nu\|)^\gamma = \tau^\gamma \|f\|. \tag{3.8}
\end{equation}

Notice the dependence of the contraction factor $\tau^\gamma$ on the degree of smoothness $\gamma$.

Next, before we can solve (3.6), we need to estimate some simple linear operators. Given any $n \times n$ matrix $C$, define $\hat{C} f = f C - C f$ for every function $f \in F$.

**Proposition 3.2.** Assume that $\|C\| \leq \sigma/4$. Then the linear operators $D \omega = \omega \cdot \nabla$ and $D = D \omega + \hat{C}$ commute with $I^-$, have bounded inverses when restricted to $I^- F$, and satisfy
\begin{equation}
\|D^{-1} \omega I^-\| \leq \sigma^{-1}, \quad \|D \omega D^{-1} I^-\| \leq 2. \tag{3.9}
\end{equation}

**Proof.** Clearly, $D \omega$, $\hat{C}$, and $I^-$ commute with each other. The first inequality in (3.9) follows directly from the fact that $|\omega \cdot \nu| > \sigma$ whenever $\nu$ belongs to $I^-$, which is straightforward to check. It implies $\|D^{-1} \omega I^-\| \leq 2\sigma^{-1}\|C\| \leq 1/2$, and the indicated bound on $D \omega D^{-1} I^- = (I + D^{-1} \hat{C})^{-1} I^-$ is now obtained via Neumann series. QED

Let us recall at this point some facts about

**analytic maps.** Let $\mathcal{X}$ and $\mathcal{Y}$ be Banach spaces over $\mathbb{C}$, and let $B \subset \mathcal{X}$ be open. We say that $G : B \to \mathcal{Y}$ is analytic if it is Fréchet differentiable. Thus, sums, products, and compositions of analytic maps are analytic. Equivalently, $G$ is analytic if it is locally bounded,
and if for all continuous linear maps $f : \mathbb{C} \to \mathcal{X}$ and $h : \mathcal{Y} \to \mathbb{C}$, the function $h \circ G \circ f$ is analytic. This shows e.g. that uniform limits of analytic functions are analytic. Assuming that $B$ is a ball of radius $r$ and that $F$ is bounded on $B$, a third equivalent condition is that $G$ has derivatives of all orders at the center of $B$, and that the corresponding Taylor series has a radius of convergence at least $r$ and agrees with $G$ on $B$. See e.g. [63] for more details.

Our next goal is to solve (3.6). Given $f = C + h$ in $\mathcal{F}$ with $C$ constant, we seek a solution of the form $U = \exp(D^{-1}u)$, where $u$ is a function in $\mathcal{F}$. We have

$$
\| \mathcal{U}^* f \| = \| e^{-D^{-1}u}(f - D_\omega)e^{D^{-1}u} \|
= \| (I - D^{-1}u)(C + h - D_\omega)(I + D^{-1}u) + O(\|h\||u\|) + O(\|h\|^2) \|
= \| h - \hat{C}D^{-1}u - D_\omega D^{-1} \| + O(\|h\||u\|) + O(\|u\|^2).
$$

(3.10)

So if $\|h\|$ is sufficiently small, then by the implicit function theorem, the equation $\| \mathcal{U}^* f \| = 0$ has a solution $u_f = h + O(\|h\|^2)$, and this solution depends analytically on $f$.

Wit a bit more work, one gets an explicit bound on $u_f$ for $\|C\| \leq \sigma/6$ and $\|h\| \leq 2^{-\sigma}$, and verifies that

$$
\| \mathcal{U}^*_f f - \mathbb{I}^*_f f \| \leq 2^4 \sigma^{-1}\|h\|^2.
$$

(3.11)

As a result, we have

**Theorem 3.3.** [81] Assume that $\sigma$ and $\tau$ satisfy (3.4). Let $f = C + h$, with $C$ constant and $Eh = 0$. If $\|C\| < \sigma/6$ and $\|h\| < 2^{-\sigma}$, then

$$
\mathcal{N}(f) = \eta^{-1}[C + \hat{h}], \quad \|\hat{h}\| \leq \frac{3}{2} \tau^\gamma \|h\|, \quad |E\hat{h}| \leq 2^4 \sigma^{-1}\tau^\gamma\|h\|^2.
$$

(3.12)

$\mathcal{N}$ is analytic on the region determined by the given bounds on $C$ and $h$.

**Proof.** The function $\hat{h}$ in equation (3.12) is given by $\hat{h} = T^*[\mathbb{I}^+ h + (\mathcal{U}_f^* f - \mathbb{I}^+_f f)]$. Now we can use Lemma 3.1 and the bound (3.11). In particular, we have

$$
\| \hat{h} \| \leq \tau^\gamma(\|h\| + 2^4 \sigma^{-1}\|h\|^2) \leq \frac{3}{2} \tau^\gamma\|h\|,
$$

(3.13)

as claimed. The analyticity of $\mathcal{N}$ follows from the analyticity of the map $f \mapsto u_f$, the uniform convergence of the exponentials in (3.10), and the chain rule.

QED

Notice that, by construction, if $f$ belongs to $\mathcal{A}$ then so does $\mathcal{N}(f)$. Similarly, if $f$ is real-valued, then so is $\mathcal{N}(f)$.

Since this theorem will be used later with $\|T\|$ very large, requiring $\sigma$ to be very small by (3.4), it should also be noted that the domain of $\mathcal{N}$ is roughly of size $\sigma$, which is due to the factor $\sigma^{-1}$ in the estimate (3.9).
3.3. More general vector fields

We start with some basic estimates for analytic vector fields on $\mathcal{M} = \mathbb{T}^d \times \mathbb{R}^\ell$, near $Z = (\omega, 0)$. Recall that the RG transformation for such vector fields is given by

$$\mathcal{R}(X) = \eta^{-1}\mathcal{U}_\kappa^* T_\mu^* X,$$

where $\mathcal{U}_\kappa$ is a change of coordinates that eliminates nonresonant modes. The definition of resonant and nonresonant modes is analogous to the one used for Hamiltonians, and the proof that $X \mapsto T_\mu^* X$ is analyticity improving (and thus compact) when restricted to the resonant subspace is essentially the same as in the Hamiltonian case. Thus, we will describe here only the elimination procedure $X \mapsto \mathcal{U}_\kappa^* X$. But we will do this in full detail, since the elimination of nonresonant modes is probably the most crucial part of $\mathcal{R}$. The version presented here is taken from [80].

We start with some estimates on the flow generated by an analytic vector field $Y$. On the spaces $\mathbb{C}^m$ we use the $\ell^\infty$ norm, and for linear operators we use the operator norm.

Given $\rho > 0$, denote by $D_\rho$ the set of all vectors $(q, p)$ in $\mathbb{C}^d \times \mathbb{C}^\ell$ characterized by $\|\text{Im}q\| < \rho$ and $\|p\| < \rho$. If $V$ is any complex Banach space, an analytic function $f : D_\rho \to V$ that is $2\pi$-periodic in each of the variables $q_j$ can be written as

$$f(q, p) = \sum_{(\nu, \alpha) \in I} f_{\nu, \alpha} e^{i\nu\cdot q} p^{\alpha}, \quad \nu \cdot q = \sum_j \nu_j q_j, \quad p^{\alpha} = \prod_j p_j^{\alpha_j},$$

where $I = \mathbb{Z}^d \times \mathbb{N}^\ell$. Define $\mathcal{A}_{\rho}(V)$ to be the space of all functions (3.15) for which the norm

$$\|f\|_\rho = \sum_{(\nu, \alpha) \in I} \|f_{\nu, \alpha}\| e^{\rho|\nu|} \rho^{\alpha}$$

is finite. Here, $|\nu| = \sum_j |\nu_j|$, and $|\alpha|$ is defined analogously. If no ambiguity can arise, we will simply write $\mathcal{A}_\rho$ in place of $\mathcal{A}_\rho(V)$. The operator norm of a continuous linear map $L$ on $\mathcal{A}_\rho$ will be denoted by $\|L\|_\rho$.

It is easy to check that if $V$ is a Banach algebra, then so is $\mathcal{A}_\rho(V)$. Another basic fact about the spaces $\mathcal{A}_\rho$ is the following. Let $\pi_1(q, p) = (q, 0)$.

**Proposition 3.4.** Let $0 \leq \rho' \leq \rho$. Let $X \in \mathcal{A}_{\rho}(V)$ and $Y = (Y', Y'')$, with $Y' \in \mathcal{A}_{\rho'}(\mathbb{C}^d)$ and $Y'' \in \mathcal{A}_{\rho'}(\mathbb{C}^\ell)$. Then

(a) $(DX)Y \in \mathcal{A}_{\rho'}(V)$ and $\|(DX)Y\|_{\rho'} \leq (\rho - \rho')^{-1} \|X\|_{\rho} \|Y\|_{\rho'}$, if $\rho' < \rho$.

(b) $X \circ (\pi_1 + Y) \in \mathcal{A}_{\rho'}(V)$ and $\|X \circ (\pi_1 + Y)\|_{\rho'} \leq \|X\|_{\rho}$, if $\rho' + \|Y'\|_{\rho'} \leq \rho$.

The flow $\Phi_Y$ associated with a vector field $Y$ can be estimated e.g. by comparing it to the flow $\Phi_Z$ for a constant real vector field $Z = (\omega, 0)$. The following bound is obtained by applying a standard contraction mapping argument to the equation

$$G(t) = \int_0^t [(Y - Z) \circ \Phi_Z^s] \circ [I + G(s)] \, ds,$$

satisfied by the difference $G(t) = \Phi_Y^t - \Phi_Z^t$. 

Proposition 3.5. Let \( \tau \) be a positive real number and \( Y \) a vector field in \( A_\rho \), such that \( \tau \| Y - Z \|_\rho < r < \rho \). Then the equation (3.17) has a unique continuous solution \( G \in A_{\rho - r} \) on the interval \( \| t \| \leq \tau \), and

\[
\| \Phi_Y^t - \Phi_Z^t \|_{\rho - r} \leq \| t(Y - Z) \|_\rho .
\]

(3.18)

Next, we consider the pushforward for the time \( t \) map \( \Phi_Y^t \). If \( X \) and \( Y \) are arbitrary vector fields, define \( \hat{Y} X = [Y, X] = (DX)Y - (DY)X \).

Proposition 3.6. Let \( 0 < r < \rho \) and \( t \in \mathbb{R} \). Let \( Y \) and \( X \) be two vector fields in \( A_\rho \), satisfying \( \| tY \|_\rho \leq r \varepsilon \) and \( \| tDY \|_\rho \leq s \varepsilon \), with \( \varepsilon \leq 1/6 \). Then \( (\Phi_Y^t)^* X \) belongs to \( A_{\rho - r} \), and

\[
\| (\Phi_Y^t)^* X - X \|_{\rho - r} \leq 3e^s \| X \|_\rho \varepsilon ,
\]

\[
\| (\Phi_Y^t)^* X - X - t[Y, X] \|_{\rho - r} \leq 7e^s \| X \|_\rho \varepsilon^2 .
\]

(3.19)

Proof. It suffices to consider \( t = 1 \), since we can rescale \((t, Y)\) to \((1, tY)\). Let \( n \) be a fixed positive integer. By using Proposition 3.4, and Cauchy’s formula with contour \( |z| = 1 \), to estimate

\[
(DX)Y = n\varepsilon d dz \left[ X \circ \left( I + \frac{z}{n\varepsilon} Y \right) \right]_{z=0} ,
\]

(3.20)

we obtain the bound

\[
\| \hat{Y} X \|_{\rho' - r/n} \leq (n\varepsilon + s\varepsilon) \| X \|_\rho ,
\]

(3.21)

where \( \rho' = \rho \). This bound can be iterated \( n \) times, with \( \rho' \) decreasing by \( r/n \) after each step, and we find

\[
\frac{1}{n!} \| (\hat{Y})^n X \|_{\rho - r} \leq \frac{1}{n!} (n + s)^n \varepsilon^n \| X \|_\rho
\]

\[
\leq \frac{n^n}{n!} e^s \varepsilon^n \| X \|_\rho \leq \frac{1}{2} (e\varepsilon)^n e^s \| X \|_\rho .
\]

(3.22)

In the last inequality, we have used Stirling’s formula. Now

\[
\| (\Phi_Y^1)^* X - X \|_{\rho - r} = \left\| \sum_{n=1}^{\infty} \frac{1}{n!} (\hat{Y})^n X \right\|_{\rho - r} \leq \frac{\varepsilon}{2} \cdot \frac{e^{s+1}}{1 - e\varepsilon} \| X \|_\rho ,
\]

(3.23)

and the first bound in (3.19) follows. The second bound is obtained analogously, with the sum in (3.23) starting at \( n = 2 \).

QED

3.4. A general elimination procedure

Denote by \( A'_\rho \) the space of vector fields on \( D_\rho \) whose derivatives belong to \( A_\rho \). On this space consider the norm

\[
\| Y \|'_\rho = \| DY \|_\rho + \| Y \|_\rho .
\]

(3.24)
Let $\mathbb{I}^-$ be a fixed but arbitrary projection operator, defined on all the spaces $A_\rho$, and having norm one. We also fix $0 < \rho' < \rho$. Let $Z$ be any fixed vector field in $A'_\rho$ with the property that there exists a positive constant $a \leq 1$ such that

$$\mathbb{I}^- Z = 0, \quad ||\mathbb{I}^-[Y, Z]||_r \geq a ||Y||_r,$$

(3.25)

for all $\rho' \leq r \leq \rho$, and for all $Y \in \mathbb{I}^- A'_\rho$. Notice that for the choices of $Z$ and $\mathbb{I}^-$ used in Subsection 2.2 (with $\kappa \sim \sigma$) and Subsection 3.1, the constant $a$ is roughly equal to $\sigma$.

The goal is to show that if $X$ is sufficiently close to $Z$ in $A'_\rho$, then there exists an analytic change of coordinates $U_X : D_\rho \to D_\rho$, such that $U_X^* X$ belongs to $A_\rho$ and satisfies

$$\mathbb{I}^- U_X^* X = 0.$$

(3.26)

We start by determining an approximate solution of this equation, given by the time one flow $\Phi^1_Y$ of a vector field $Y = \mathbb{I}^- Y$. To first order in $Y$, the equation (3.26) reduces to

$$\mathbb{I}^- (X + [Y, X]) = 0.$$

(3.27)

**Proposition 3.7.** Let $0 < r < \rho$. Let $X$ be a vector field in $A'_\rho$, satisfying

$$||X - Z||'_\rho \leq \frac{1}{4} a, \quad ||\mathbb{I}^- X||_\rho \leq \frac{1}{12} ar.$$

(3.28)

Then the equation (3.27) has a unique solution $Y \in \mathbb{I}^- A'_\rho$. The vector field $Y$ satisfies $||Y||_\rho \leq \frac{2}{a} ||\mathbb{I}^- X||_\rho$. Furthermore, $(\Phi^1_Y)^* X$ belongs to $A_{\rho-r}$ and satisfies

$$|| (\Phi^1_Y)^* X - X ||_{\rho-r} \leq \frac{6e^r}{ar} ||\mathbb{I}^- X||_\rho ||X||_\rho,$$

(3.29)

$$|| (\Phi^1_Y)^* X - X - [Y, X] ||_{\rho-r} \leq \frac{28e^r}{(ar)^2} ||\mathbb{I}^- X||^2_\rho ||X||_\rho.$$

**Proof.** The first condition in (3.28) implies that

$$||[Y, X - Z]||_\rho \leq 2 ||Y||'_\rho ||X - Z||'_\rho \leq \frac{a}{2} ||Y||'_\rho,$$

(3.30)

for every $Y \in A'_\rho$. As a consequence, we have

$$||\mathbb{I}^- [Y, X]||_\rho \geq ||\mathbb{I}^- [Y, Z]||_\rho - ||\mathbb{I}^- [Y, X - Z]||_\rho \geq \frac{a}{2} ||Y||'_\rho,$$

(3.31)

whenever $Y$ belongs to $\mathbb{I}^- A'_\rho$. This shows that the linear operator $\mathbb{I}^- \widehat{X} : \mathbb{I}^- A'_\rho \to \mathbb{I}^- A'_\rho$ has a bounded inverse, and in particular, that the equation (3.27) has a unique solution $Y \in \mathbb{I}^- A'_\rho$. The bound (3.31) also shows that this solution satisfies

$$||Y||_\rho \leq \frac{2}{a} ||\mathbb{I}^- X||_\rho, \quad ||DY||_\rho \leq \frac{2}{a} ||\mathbb{I}^- X||_\rho.$$

(3.32)
The remaining claims now follow from Proposition 3.6, setting $\varepsilon = \frac{2}{ar} \| \mathbb{I}^- X \|_{\rho}$ and $s = r$.

\textbf{QED}

Our goal is to iterate the map $X \mapsto (\Phi_1)^* X$ described in Proposition 3.7, by starting with a vector field $X = X_0$ and setting

$$X_{n+1} = (\Phi_{Y_n}^1)^* X_n, \quad \mathbb{I}^- (X_n + [Y_n, X_n]) = 0,$$  \hspace{1cm} (3.33)

for $n = 0, 1, \ldots$. The expectation is that the maps

$$U_n = \Phi_1^1 Y_0 \circ \Phi_1^1 Y_1 \circ \cdots \circ \Phi_1^1 Y_{n-1}$$

converge to a solution $U_\varepsilon$ of equation (3.26), as $n$ tends to infinity.

Let now $r = \rho - \rho'$. Choose $R \geq \| Z \|_{\rho} + a$ and $\varepsilon \geq 0$, subject to the constraints

$$\varepsilon \leq 2^{-6} ar, \quad \varepsilon \leq 2^{-9} a^2 e^{-r} (1 + r)^{-1} R^{-1}.$$  \hspace{1cm} (3.35)

**Lemma 3.8.** [80] If $X$ is a vector field in $\mathcal{A}_\rho'$ such that

$$\| X - Z \|_{\rho} \leq 2^{-3} a, \quad \| \mathbb{I}^- X \|_{\rho} \leq \varepsilon,$$  \hspace{1cm} (3.36)

with $\varepsilon$ satisfying (3.35), then $U_n$ converges in the affine space $I + \mathcal{A}_{\rho'}$ to a function $U_\varepsilon$ that takes values in $D_\rho'$. The map $X \mapsto U_\varepsilon$ is continuous in the region defined by (3.36), analytic in the interior of this region, and satisfies the bounds

$$\| U_\varepsilon - I \|_{\rho'} \leq \frac{3}{a} \| \mathbb{I}^- X \|_{\rho}, \quad \| U_\varepsilon^* X - X \|_{\rho'} \leq 32 R e^r \| \mathbb{I}^- X \|_{\rho}.$$  \hspace{1cm} (3.37)

\textbf{Proof.} Let $\rho_0 = \rho$, and for $m = 0, 1, \ldots$ define $\rho_{m+1} = \rho_m - 2r_m$, where $r_m = 2^{-m-2} r$. Our first goal is to prove that (3.33) defines a sequence of vector fields $X_m \in \mathcal{A}_{\rho_m}'$, satisfying

$$\| X_m - X_{m-1} \|_{\rho_m} \leq 2^{-m-3} a, \quad \| \mathbb{I}^- X_m \|_{\rho_m} \leq 8^{-m} \varepsilon.$$  \hspace{1cm} (3.38)

If we define $X_{-1} = Z$ and $X_0 = X$, then these bounds hold for $m = 0$ by (3.36). Assume now that (3.38) holds for $m \leq n$. Then, by summing up the bounds on $X_m - X_{m-1}$ for $m \leq n$, we obtain the first inequality in

$$\| X_n - Z \|_{\rho_m} \leq \frac{1}{4} a, \quad \| \mathbb{I}^- X_n \|_{\rho_m} \leq 4^{-n-2} ar_n.$$  \hspace{1cm} (3.39)

The second inequality follows from (3.38), by substituting the first bound in (3.35) on $\varepsilon$. Thus, Proposition 3.7 guarantees a unique solution to (3.33), and it yields the bounds

$$\| X_{n+1} - X_n \|_{\rho_n - r_n} \leq 6 e^r / ar 4^{-n+1} R \varepsilon, \quad \| \mathbb{I}^- X_{n+1} \|_{\rho_n - r_n} \leq 7 e^r / (ar)^2 4^{-2n+3} R \varepsilon^2.$$  \hspace{1cm} (3.40)
Here, we have used also that \( \|X_n\|_{\rho_n} \leq R \), which follows from the first inequality in (3.39). By using the second condition in (3.35), together with the fact that \( \|F\|_{\rho_n-2r_n} \leq r_n^{-1}\|F\|_{\rho_n-r_n} \), we now obtain (3.38) for \( m = n + 1 \) from the bounds (3.40).

Next, consider the functions \( \phi_k = \Phi_{Y_k}^1 - I \). By Proposition 3.5 and Proposition 3.7,

\[
\|\phi_k\|_{\rho_{k-1}} \leq \|Y_k\|_{\rho_k} \leq \frac{2}{a}\|\|X_k\|_{\rho_k} < r_k.
\]

(4.1)

This shows that \( U_{m,n} = \Phi_{Y_m}^1 \circ \Phi_{Y_{m+1}}^1 \circ \ldots \circ \Phi_{Y_{n-1}}^1 \) defines a function in \( I + A_{\rho_n} \) that takes values in \( D_{\rho_n} \). Here, and in what follows, it is assumed that \( 0 \leq m < n \). Setting \( U_{k,k} = I \), we have the bound

\[
\|U_n - U_m\|_{\rho'} = \left\| \sum_{k=m}^{n-1} \phi_k \circ U_{k+1,n} \right\|_{\rho'} \leq \sum_{k=m}^{n-1} \|\phi_k\|_{\rho_{k-1}} \leq \sum_{k=m}^{n-1} \frac{2}{a}8^{-k}\varepsilon.
\]

(4.2)

This shows that \( n \mapsto U_n \) converges in \( I + A_{\rho'} \) to a limit \( U_\varepsilon \) that takes values in \( D_{\rho} \), and that satisfies the first inequality in (3.37) if we set \( \varepsilon = \|\|X\|_{\rho} \). Clearly, \( X_n \to U_\varepsilon X \) in \( A_{\rho'} \). The second inequality in (3.37) is now obtained by using the first bound in (3.40). The analyticity of the map \( X \mapsto U_\varepsilon \) follows from the uniform convergence of \( U_n \to U_\varepsilon \).

QED

Under the same assumptions as in Lemma 3.8, is is straightforward to prove the additional bound

\[
\|U_\varepsilon X - X - [Y, X]\|_{\rho} \leq Ca^{-2}\|\|X\|_{\rho}^2,
\]

(4.3)

where \( Y \) is the vector field described in Proposition 3.7. Here, \( C \) is a constant that only depends on \( \rho, \rho' \), and \( \|Z\|_{\rho} \).

4. A nontrivial RG fixed point

In this section we sketch the construction [78] of a nontrivial fixed point for \( \mathcal{R} \) and describe some numerical results which indicate that there exists an analogous fixed point of \( \mathcal{R}^{12} \) for non-twist flows.

4.1. Observations and result

As described in Subsection 1.6, numerical experiments with one-parameter families \( \beta \mapsto H_\beta \) of Hamiltonians on \( \mathbb{T}^2 \times \mathbb{R}^2 \), whose golden invariant torus breaks up as \( \beta \) is increased past some critical value \( \beta_\infty \), also display sequences of bifurcations that accumulate at the critical point. If \( \beta_n \) denotes the parameter value where the symmetric Birkhoff orbit with rotation number \( u_n/u_{n+1} \) becomes unstable, where \( u_n \) is the \( n \)-th Fibonacci number, then the observation is that \( (\beta_n - \beta_{n-1})/(\beta_{n+1} - \beta_n) \) converges to a universal number \( \delta = 1.6279 \ldots \). Furthermore, the orbit structure of the critical Hamiltonian \( H^{\beta_\infty} \) is self-similar near the golden torus, described by the universal constants (1.18).

The standard explanation involves the existence of a nontrivial fixed point \( H_* \) for a RG transformation \( \mathcal{R} \). In this explanation, \( \delta \) is the expanding eigenvalue of \( D \mathcal{R}(H_*) \).
The other universal constants like $\mu_*$ and $\lambda_z$ are related to the re-scaling of $H_*$ during renormalization. In particular, $\mu_*$ it the value at $H_*$ of the scaling $\mu = \mu_H$ that appears in the renormalization step $H \mapsto H \circ T_\mu$.

When trying to find an RG fixed point such as $H_*$, it is useful to determine first possible subclasses of Hamiltonians that are invariant under renormalization. If the phenomena under investigation is observed for a family $\beta \mapsto H^\beta$ in such a class, then the intersection point $H^{3\infty}$ of this family with the stable manifold at $H_*$ belongs to that class, and thus the same should be true for the fixed point $H_*$. As was observed already in [76], one such class is the set of all Hamiltonians of the form

$$H(q,p) = \omega \cdot p + h(q,p), \quad h(q,p) = \sum_{(\nu,k) \in I} h_{\nu,k} \cos(\nu \cdot q)(\Omega \cdot p)^k,$$  (4.1)

where $\omega = \begin{bmatrix} \vartheta^{-1} \\ 1 \end{bmatrix}$ and $\Omega = \begin{bmatrix} 1 \\ \vartheta^{-1} \end{bmatrix}$ are the two eigenvectors of the matrix $T = \begin{bmatrix} 0 & 1 \\ 1 & 1 \end{bmatrix}$, associated with the eigenvalues $\vartheta$ (golden mean) and $-\vartheta^{-1}$. Besides being even in $q$ (time reversibility), these Hamiltonians have the property that the quantity $\omega \cdot q$ evolves linearly in time.

We shall now describe a result [78,79] concerning the existence of the fixed point $H_*$. Here, the resonant part $\mathbb{I}^+ H$ of a Hamiltonian $H$ is defined by restricting the sum in (4.1) to pairs $(\nu,k)$ with the property that $|\omega \cdot \nu| \leq \sigma |\Omega \cdot \nu|$ or $|\omega \cdot \nu| < \kappa k$. Recall that the RG transformation (2.3) involves solving the equation $\mathbb{I}^-(H \circ \mathcal{U}) = 0$. The solution that was described earlier yields $\mathcal{U}_0$ as the composition $U_{\phi_1} \circ U_{\phi_2} \circ \ldots$ of canonical transformation $U_{\phi_n}$ close to the identity, with small nonresonant generating functions $\phi_n$. Since we are dealing now with Hamiltonians that are far from integrable, we need to include a canonical
change of variables, say $U_{\phi_0}$, that is not close to the identity. The (nonresonant) generating function $\phi_0$ for such a transformation was determined in [78], by solving numerically

$$H'_1 \circ U_{\phi_0} \approx H_1, \quad \mathbb{1} H_1 = 0, \quad H'_1 = \eta^{-1} \mu^{-1} H_1 \circ T_\mu,$$

(4.2)

As a result, the remaining factor $U_{\phi_1} \circ U_{\phi_2} \circ \ldots$ can be expected to be close to the identity.

The RG transformation used in [78,79] can now be written as

$$R = N \circ L \circ S,$$

(4.3)

where

$$(SH)(q,p) = c_H H(q,p/c_H),$$

$$L H = \eta_H^{-1} \mu_0^{-1} H \circ T_{\mu_0} \circ U_{\phi_0},$$

(4.4)

$$N(H) = H \circ U_H.$$

Here, $c_H = 2h_{0,2}$, $\eta_H^{-1} = \vartheta$, and $U_H$ is a canonical transformation, determined by solving equation (2.14). Notice that the canonical transformation $U_{\phi_0}$ has been combined with other linear parts into a linear operator $L$, instead of incorporating it into $U_H$.

In Subsection 5.3 we will define a function space $B_\rho$ for function $h$ of the form (4.1), similar to the spaces considered earlier. (Here, we only consider the case $\delta = 0$.) The Hamiltonians considered then belong to the affine space $\mathcal{H}_\rho = K_0 + B_\rho$, where $K_0(q,p) = \omega \cdot p$. Function in $\mathcal{H}_\rho$ that take real values for real arguments will be referred to as real.

**Theorem 4.1.** [78] There exists an even real resonant Fourier-Taylor polynomial $h_1$, an odd real Fourier-Taylor polynomial $\phi_0$, a choice of the parameters $\sigma, \kappa, \rho$, and an open neighborhood $B$ of $K_0 + h_1$ in $\mathcal{H}_\rho$, such that the following holds. The transformation $R$ is well defined, analytic, and compact as a map from $B$ to $\mathcal{H}_\rho$. It has a unique fixed point $H^*$ in $B$, which is real analytic and exhibits a nontrivial scaling, in the sense that $0 < \mu(H^*) < \vartheta^{-3}$.

Rigorous bounds on the universal constants can be found in [79].

The strategy for proving Theorem 4.1 will be described below. We note that the Hamiltonians considered here are not necessarily close to integrable. However, if $H' = LH$, with $H$ close to the approximate fixed point $H_1 = K_0 + h_1$, then $H'$ is close to $LH_1$. And by construction, $L H_1 \approx H_1$. Thus, it suffices to consider $N$ near the Hamiltonian $H_1$, which is resonant.

**4.2. Strategy of proof**

Theorem 4.1 is proved by converting the fixed point problem for $R$, to a fixed point problem for a Newton-like map $\mathcal{M}$ associated with $R$,

$$\mathcal{M}(h) = h + R(H_1 + Mh) - (H_1 + Mh),$$

(4.5)

where $M$ is an approximate inverse of $\mathbb{1} - DR(H_1)$. The goal is then to show that $\mathcal{M}$ is a contraction near the approximate fixed point $H_1$. This is a common strategy in computer-assisted proofs; see e.g. [82] and references therein. It usually involves explicit bounds on
a finite dimensional truncation of $\mathcal{M}$, and error bounds for the terms that were truncated. In the case at hand, however, working with a truncation of the full map $\mathcal{M}$ turned out to be computationally prohibitive. This problem is solved by using the fact that $\mathcal{M}$ only needs to be estimated on a small open set. More specifically, we approximate the most complex part of $\mathcal{M}$, which is the map $\mathcal{N}$, by a much simpler affine map $\mathcal{N}_1$, and then estimate the difference between the two.

The map $\mathcal{N}_1$ is defined by the equation

$$\mathcal{N}_1(H_1 + f_1) = H_1 + \Pi^+(f_1 + \{H_1, \phi_1\}),$$

where $\phi_1$ is the solution of $\Pi^-(f_1 + \{H_1, \phi_1\}) = 0$. Then $\mathcal{N}_1$ is an approximation of $\mathcal{N}$, in the sense that $\mathcal{N}(H_1 + f_1) - \mathcal{N}_1(H_1 + f_1)$ vanishes to first order in $f_1$. It contains all but the first of the elimination steps described in the last subsection. The map $\mathcal{N}_1$ can now be used to define an approximate RG transformation

$$\mathcal{R}_1 = \mathcal{N}_1 \circ \mathcal{L} \circ \mathcal{S}.$$ Notice that $\mathcal{R}_1$ is nonlinear, but only due to the trivial scaling transformation $\mathcal{S}$. Define

$$\tilde{\mathcal{S}}(H_1, f) = \mathcal{S}(H_1 + f) - \mathcal{S}(H_1) - D\mathcal{S}(H_1)f,$$

$$\tilde{\mathcal{R}}(H_1, f) = D\mathcal{N}_1(H_1)\mathcal{L}\tilde{\mathcal{S}}(H_1, f).$$

Then the map $\mathcal{M}$ can be rewritten as

$$\mathcal{M}(h) = (\mathcal{R}_1(H_1) - H_1)$$
$$+ [\Pi - (\Pi - D\mathcal{R}_1(H_1))\mathcal{M}]h$$
$$+ \tilde{\mathcal{R}}(H_1, Mh) + (\mathcal{R} - \mathcal{R}_1)(H_1 + Mh).$$

Denote by $B(r)$ the ball in $\mathcal{B}_\rho$ of radius $r$, centered at the origin. One of the goals is to show that $\mathcal{M}$ maps such a ball $B(r)$ into itself, by verifying that

(a) $\|\mathcal{R}_1(H_1) - H_1\|_\rho = \epsilon \ll r,$
(b) $[\ldots]$ has an operator norm $K < 1,$
(c) $\|\tilde{\mathcal{R}}(H_1, Mh) + (\mathcal{R} - \mathcal{R}_1)(H_1 + Mh)\|_\rho \leq Cr^2,$

for appropriate constants $\epsilon, K, C > 0$. In order to estimate the derivative of $\mathcal{M}$, the bound (c) is extended to $B(2r)$. Then the derivative of the nonlinear part of $\mathcal{M}$ is bounded by $Cr$ on $B(r)$. To be more specific, we estimate

$$K_n = \|\tilde{\mathcal{R}}(H_1, Mh)\|_\rho,$$
$$K_n' = \|(\mathcal{R} - \mathcal{R}_1)(H_1 + Mh)\|_\rho,$$

$h \in B(nr), \ n = 1, 2,$

in addition to $\epsilon (< 10^{-14})$ and $K (< 0.84)$. Then the existence of a fixed point $H_*$ in $B(r)$ follows by verifying that

$$\epsilon + Kr + K_1 + K_1' < r,$$

$$K + (K_2 + K_2')/r < 1.$$ The parameters used are $\sigma \approx 0.85001, \kappa \approx \sigma/0.4, \rho \approx (0.85, 0.15)$, and $r \approx 3 \times 10^{-12}$. More details can be found in [78].
4.3. Non-twist flows

Consider Hamiltonians $H : T^2 \times \mathbb{R}^2 \to \mathbb{R}$ of the form

$$H(q,p) = \omega \cdot p + h(q,z), \quad z = \Omega \cdot p,$$

where $\omega = (\vartheta^{-1}, 1)$ and $\Omega = (1, -\vartheta^{-1})$, with $\vartheta > 0$. The slope on $T^2$ of a solution curve $t \mapsto (q(t), p(t))$ for such a Hamiltonians is given by

$$\frac{dq_1}{dq_2} = \frac{\dot{q}_1}{\dot{q}_2} = \frac{\vartheta^{-1} + \partial_z h}{1 - \vartheta^{-1} \partial_z h}. \quad (4.10)$$

Assume that there exists an invariant region for the flow, where this slope is bounded away from zero or infinity. If $H$ satisfies the “twist condition” $\partial_z^2 h \neq 0$ in this region, then the slope (4.10) is a monotone function of $z$. Thus, the rotation number $\varrho = \lim_{t \to -\infty} q_1(t)/q_2(t)$, if it exists, is also a monotone function of $z$. Most KAM-type theorems assume such a twist (or non-degeneracy) condition. It certainly holds for Hamiltonians $K_1 + "small"$, and the critical Hamiltonian $H_*$ most likely satisfies a twist condition near its golden invariant torus.

At the opposite spectrum are the “shearless” tori, where the rotation number is a local minimum or maximum. Such tori appear in many physical systems, including models of the atmosphere, toroidal plasma devices, channel flows, and others [90, 30, 29, 7, 66, 13]. Just like regular KAM tori, a shearless torus with Diophantine rotation number persists under small perturbations (of an integrable system) [33, 55]. In fact, they are surprisingly stable. At the point where they break up, they separate two totally chaotic looking regions, while in the twist case, elliptic islands still dominate a non-trivial fraction of phase space.

Apparently, the breakup of such tori is also governed by universality and scaling. In the case of the golden mean and related rotation numbers, numerical investigations of specific two-parameter families [31, 32, 3, 4] reveal self-similarity phenomena, with asymptotic scaling ratios (both in parameter space and phase space) that seem to be independent of the family considered. The self-similarity transformation involves as 12-step shift in the sequence of continued fraction approximants for $\vartheta$, as opposed to the ordinary 1-step shift describing the similarity of periodic orbits in the twist case.

These observations suggests that there exists a “critical” period 12 for an RG transformation like $\mathcal{R}$, in a space of Hamiltonians that permit shearless invariant tori. There is no proof for the existence of such an orbit; nor are there any accurate numerical results, not even from experiments on specific families [31, 32, 3, 4], which usually yield very good values for the universal constants (but only anecdotal evidence for universality). The main problem is that only a few levels of self-similarity can be examined, since each of them involves 12 steps in the continued fraction expansion. A further complication is that two parameters are needed, in order to keep the rotation number of the shearless torus fixed while the nonlinearity is varied.
Fig. 5. Orbits for a Hamiltonian with a near-critical shearless golden torus [56]

Fig. 6. A critical shearless golden torus [3]
The following is a short description of a numerical RG analysis that was carried out in [56]. We consider not-so-small perturbations of the two Hamiltonians

\[ K_\gamma(q,p) = \omega \cdot p + \gamma(\Omega \cdot p)^3, \quad \gamma = \pm \frac{1}{2}, \quad (4.11) \]

which are a period 2 for the RG transformation \( \mathcal{R} \). The invariant torus \( p = 0 \) for \( K_\gamma \) is shearless: Its rotation number \( \vartheta^{-1} \) is maximal if \( \gamma \leq 0 \), or minimal if \( \gamma \geq 0 \), among the rotation numbers of nearby orbits. As in the twist case, the analysis is restricted to a subclass of Hamiltonians \( H \) with a suitable symmetry. The symmetry chosen in this case is

\[ -H = \mathcal{J}H = H \circ J, \quad J(q,p) = (-q,-p). \quad (4.12) \]

Its usefulness stems from the fact that if \( -\mathcal{J}H = H \), then the orbit of the origin for \( H \) is invariant under \( J \). Thus, an invariant torus passing through the origin divides the energy surface \( H = H(0,0) \) into symmetric halves, and so the torus has to be shearless.

More specifically, consider Hamiltonians

\[ H(q,p) = \omega \cdot p + h(q,z), \quad h(q,z) = \sum_{\nu,k} h_{\nu,k} e^{i\nu \cdot k z}, \quad z = \Omega \cdot p, \quad (4.13) \]

that are odd under \( \mathcal{J} \), and real-valued for real arguments. In the numerical implementation, these Hamiltonians \( H \), and all other functions that appear in the definition of \( \mathcal{R}(H) \), are truncated to \( |\nu| \leq N_1, k \leq N_2, |\nu| + k \leq N_3 \), and represented as finite arrays of Fourier-Taylor coefficients. Implicit Equations like (1.7) are solved by Newton’s method. After eliminating one of the unstable directions of \( \mathcal{R} \), we searched for points on the stable manifold of the expected period \( H_0, H_1, \ldots, H_{11} \), using a bisection algorithm along lines through \( K_\gamma \). One of the first findings was an apparent additional symmetry

\[ \{ \mathcal{J}_\alpha H_n : \alpha \in A \} = \{ -H_n, -H_m, \mathcal{J}_0H_m \}, \quad m = n + 6 \pmod{12}, \]

where \( A = \{(1,0), (0,1), (1,1)\} \) and

\[ \mathcal{J}_\alpha H = H \circ J_\alpha, \quad J_\alpha(q,p) = (q + \pi\alpha, -p). \quad (4.14) \]

If correct, then \( H_0, H_1, \ldots, H_5 \) are in fact a period 6 for the transformation \( \mathcal{N} = \mathcal{J}_\alpha \circ \mathcal{R} \). Iterating \( \mathcal{N} \) along the presumed stable manifold of \( \mathcal{N} \) at the critical period 6, bisecting again when necessary, and starting all over with different choices for the RG parameters \( \sigma, \kappa \), when things failed to converge (an extremely tedious procedure), an approximate fixed point for \( \mathcal{N}^6 \) was found. Our numerical values for the expanding eigenvalues \( \delta_j \) of \( \mathcal{N} \), and for the average scaling \( \bar{\mu} \), defined by \( \bar{\mu}^6 = \mu(H_0)\mu(H_1)\cdots\mu(H_5) \), are

\[ \delta_1^{1/6} \approx 2.661, \quad \delta_2^{1/6} \approx 1.585, \quad \bar{\mu} \approx 0.3659. \quad (4.15) \]

For comparison, the numerically observed values for \( \delta_1^{1/6} \) and \( \delta_2^{1/6} \), computed from the data in [3] are 2.678 and 1.583. This supports the idea that the breakup of shearless golden tori is governed by a RG period 12, but it is clear that much more work is necessary.
It is also possible to give some “explanation” why a RG period 6 or 12 should be expected in connection with shearless invariant tori. The same argument for rotation numbers in \( Q[\vartheta] \), with \( \vartheta = (\sqrt{n^2 + 4 + n})/2 \), suggests that the corresponding RG transformation should have a period 6 or 12 if \( n \) is odd, and a period 4 or 8 if \( n \) is even. More details can be found in [56].

5. Invariant tori
A canonical application of renormalization (for flows) is the construction of invariant tori or other conjugacies. The basic version discussed here applies to self-similar frequency vectors and involves a single RG transformation \( \mathcal{R} \), a fixed point for \( \mathcal{R} \), and its stable manifold \( \mathcal{W}^s \). However, the procedure extends easily Diophantine rotation vectors, once we generalize the notion of a stable manifold to sequences of RG transformations. In this section we also discuss critical (non-differentiable) and shearless invariant tori.

5.1. Some ideas and results
Consider the RG transformation for some fixed but arbitrary class of vector fields \( X \),
\[
\mathcal{R}(X) = \eta^{-1} \Lambda^*_X X, \quad \Lambda_X = \mathcal{T}_\mu \circ \mathcal{U}_X.
\]
(5.1)
We note that, by construction, \( \mathcal{U}_{cX} = \mathcal{U}_X \) for nonzero constants \( c \). Assume that \( X_0 \) lies on the stable manifold of some fixed point \( X_\infty \). Then the sequence of vector fields \( X_n = \mathcal{R}^n(X_0) \) converges to \( X_\infty \). Combining the \( n \) RG steps connecting \( X_n \) to \( X_0 \) yields
\[
X_n = \eta_1^{-1} \cdots \eta_n^{-1} (\Lambda_{X_\infty}^n)^* \circ \mathcal{V}_n^* \circ \cdots \circ \mathcal{V}_0^* X_0,
\]
(5.2)
where
\[
\mathcal{V}_k = \Lambda_{X_\infty}^k \circ \Lambda_X \circ \Lambda_{X_\infty}^{k-1}.
\]
(5.3)
Assuming that \( \Lambda_{X_\infty} \) is one-to-one, we have \( \eta_\infty (\Lambda_{X_\infty}^*)^{-1} X_\infty = X_\infty \) on the range of \( \Lambda_{X_\infty} \). The goal now is to show that \( \prod_k (\eta_k/\eta_\infty) \to c \), and \( \mathcal{V}_k \to 1 \) sufficiently fast, such that
\[
\mathcal{V}_0 \circ \mathcal{V}_1 \circ \cdots \circ \mathcal{V}_{n-1} \to \Gamma,
\]
(5.4)
in some appropriate topology. If the limit (5.4) exists on a nontrivial part of phase space, then
\[
\Gamma^* X_0 = c X_\infty,
\]
(5.5)
In this case, the construction yields a conjugacy to a constant vector field, for every \( X \) on the stable manifold of the fixed point \( X_\infty \). This can be applied e.g. to parametrized families of vector fields \( \beta \mapsto X^\beta \), under conditions that guarantee that the family intersects the stable manifold of \( \mathcal{R} \). A procedure of this type for skew flows is described in Subsection 8.3.

For Hamiltonian vector fields on \( \mathbb{T}^d \times \mathbb{R}^d \), the limit (5.4) can be expected to exist only on \( \mathbb{T}^d \times \{0\} \). In this case, \( \Gamma \) is an invariant torus for \( H \). Concerning uniqueness, recall
that invariant tori with given rotation numbers typically come in one-parameter families, indexed e.g. by the energy. The tori $\Gamma$ constructed here are characterized by the property that the integrals

$$A(\gamma) = \frac{1}{2\pi} \oint_{\gamma} \sum_{j=1}^{d} p_j dq_j$$  \hspace{1cm} (5.6)$$

vanish along each closed curve $\gamma$ on the torus. Tori with this property will be referred to as being “centered at $p = 0$”. This property is invariant under symplectic maps (1.6) obtained from generating functions (1.7). Thus, since $\Gamma$ is a limit of such maps, with the $p$-domain shrinking to the point zero, $\Gamma$ is centered at $p = 0$.

If $H$ does not lie on the stable manifold, but satisfies a suitable nondegeneracy condition, then the procedure sketched above may still be used to construct an invariant torus for $H$. To be more specific, consider the RG transformation $\mathcal{R}$ for analytic Hamiltonians, where

$$\mathcal{R}(H) = \frac{1}{\eta \mu} H \circ \Lambda_\mu,$$  \hspace{1cm} (5.7)$$

with $\Lambda_\mu = T_\mu \circ U_\mu$ and $H' = H \circ T_\mu$. As can be computed explicitly (see Subsection 6.1), the expanding subspace for $D\mathcal{R}(K_0)$ at the trivial fixed point $K_0(q, p) = \omega \cdot p$, consist of all functions $h_v(q, p) = v \cdot p$, with $v$ in the contracting subspace $V$ of the matrix $T$. Consider now an analytic Hamiltonian

$$K(q, p) = \omega \cdot p + \frac{1}{2} p \cdot M p + f(p) , \quad f(p) = \mathcal{O}(|p|^3),$$  \hspace{1cm} (5.8)$$

where $M$ is a real symmetric $d \times d$ matrix, such that the quadratic form $p \mapsto p \cdot M p$ is non-degenerate when restricted to the $d - 1$ dimensional contracting subspace of $T^*$. We may assume that $f$ is small, since this can always be achieved with a scaling $K \mapsto s^{-1} K(., .)$. Then the family $v \mapsto K(q, p + v)$, indexed by $V$, is transversal to the local stable manifold $\mathcal{W}^s$ of $\mathcal{R}$. Thus, if $H$ is an analytic Hamiltonian close to $K$, then the family $v \mapsto H(q, p + v)$ intersects $\mathcal{W}^s$ at exactly one point, say for $v = v_*$.

**Fig. 7.** A Hamiltonian and its $p$-translates
Clearly, if \( H(\cdot, \cdot + v_\ast) \) has an invariant torus with rotation vector \( c\omega \), then so does \( H \).

One of the issues with an RG based construction of invariant tori is the loss of regularity that occurs in the process. This concerns mostly regularity in the angular variable \( q \). To simplify the discussion, consider again the RG transformation (5.7) near the trivial fixed point \( K_0(q, p) = \omega \cdot p \). Then the equation (5.3) becomes

\[
V_k = T_{\mu_\infty}^k \circ \Lambda_{H_k} \circ T_{\mu_\infty}^{-k-1}.
\]

(5.9)

Notice that \( T \) has \( d-1 \) contracting directions. Thus, the composition with \( T_{\mu_\infty}^{-k-1} \) shrinks the domain of analyticity in the contracting directions of \( T \), down to zero in the limit \( k \to \infty \). However, the non-integrable part of \( H_n \), which determines the size of \( U_{H_n} - I \), tends to zero even more rapidly. This fact can be used to control some fixed number of \( q \)-derivatives of \( V_k \), and to prove that the torus \( \Gamma \) has that many continuous derivatives. This result is far from optimal, though. These tori are known to be analytic.

Fortunately, the analyticity of \( \Gamma = \Gamma_H \) for near-integrable Hamiltonians \( H \) can be obtained in a different way. (And this works not only for Hamiltonian flows.) Consider torus-translations \( J_v(q, p) = (q + v, p) \). First, one verifies that for real \( v \),

\[
\mathcal{R} \circ J_v = J_{T^{-1}v} \circ \mathcal{R}, \quad J_v H = H \circ J_v.
\]

(5.10)

This is an explicit computation, using that \( I \pm \) commutes with \( J_v \), and that \( J_v \) is an isometry on the spaces \( \mathcal{F}_\rho \). The equation (5.10) shows in particular that the local stable manifold of \( \mathcal{R} \) (at \( K_0 \)) is invariant under \( J_v \). Here, one uses the fact that the trivial fixed point is invariant under translations on \( \mathbb{T}^d \). Assume now that \( H \) belongs to this local stable manifold. Then the second step is to verify that the construction of \( \Gamma = \Gamma_H \) yields

\[
\Gamma_{H \circ J_v} = J^{-1}_v \circ \Gamma_H \circ J_v,
\]

(5.11)

for real translations \( v \). This identity implies that

\[
\Gamma_H(q) = E_q \Gamma_H = E_0(\Gamma_H \circ J_q) = J_q E_0 \Gamma_{H \circ J_q}.
\]

(5.12)

where \( E_q \) denotes the evaluation functional \( f \mapsto f(q) \). Now, it suffices to prove that the map \( H \mapsto \Gamma_H \) is analytic in an open neighborhood of \( K_0 \) in \( \mathcal{H}_\rho = K_0 + \mathcal{F}_\rho \). Then, if \( H \) is sufficiently close to \( K_0 \) in a space \( \mathcal{H}_{\rho'} \) with \( \rho'_1 > \rho_1 \), then \( q \mapsto H \circ J_q \) is an analytic family in the domain of \( H \mapsto \Gamma_H \). Thus the right hand side of equation (5.12) depends analytically on \( q \), defining an analytic continuation of the left hand side. It should be mentioned that the analyticity of \( H \mapsto \Gamma_H \) is a consequence of the explicit construction of \( \Gamma_H \) via uniformly converging limits of analytic maps.

A construction along these lines, of analytic invariant tori with self-similar frequency vectors, can be found in [76]. In the case \( d = 2 \), the procedure was generalized by Kocić [83] to frequency vectors \( \omega \) that satisfy a Diophantine condition (with restrictions on the Diophantine exponent), using a sequence of RG transformation \( \mathcal{R}_n \) associated with the continued fraction expansion of the rotation number \( \omega_1/\omega_2 \). Recent work by Marklov, Lopes Dias, and Khanin [72] extends this construction to arbitrary Diophantine vectors \( \omega \).
in dimensions $d \geq 2$, after introducing an appropriate multidimensional continued fraction expansion. This expansion, and a RG analysis of skew flows [81] that is based on it, will be described in Sections 7 and 8. It should be noted that for Hamiltonians $H(q,p)$ that are linear in $p$, there is no domain loss in the construction of $\Gamma$. In this case, $\Gamma$ is a proper change of variables that reduces $H$ to a constant multiple of $K_0$. This can be applied to vector fields on $\mathbb{T}^d$, by considering the associated Hamiltonian $H(q,p) = p \cdot X(q)$. A RG analysis of flows on $\mathbb{T}^2$ with Brjuno rotation numbers was given in [98].

A RG analysis of one-parameter families of Hamiltonians with a pair of (golden) invariant tori bifurcating from a shearless invariant torus was carried out by Gaidashev in [55]. A brief description of this work, which involves two different fixed points of $\mathcal{R}$, will be given in Subsection 5.5.

In all these cases, invariant tori were constructed for vector fields that are close to constant, i.e., the RG fixed point used is a linear vector field, or in the Hamiltonian case, one of the integrable Hamiltonians $K_0$ or $K_\gamma$ discussed earlier. Invariant tori for critical Hamiltonians near the nontrivial fixed point $H_*$ are discussed below. This includes a description of the proof of

**Theorem 5.1.** [79] In some open neighborhood of $H_\infty$, every Hamiltonian that lies on the local (strong) stable manifold of $\mathcal{R}$ has a non-differentiable golden invariant torus.

Numerical results indicate that $\mathcal{R}$ is hyperbolic at $H_\infty$, with a single relevant expanding direction; but this has not yet been proved. As mentioned in Subsection 1.6, the Hamiltonians on the non-KAM side of the stable manifold are expected to have hyperbolic orbits with golden mean rotation number. A possible approach for proving a local version of this conjecture is described in [28].

### 5.2. Renormalization of invariant tori

As was shown above, no generality is lost by using spaces like $C^r$ for the construction of the invariant torus $\Gamma$. In most of the work that have been mentioned, the differential version (1.3) of the torus equation

$$
\Gamma_H \circ \Psi^t = \Phi_H^t \circ \Gamma_H, \quad \Psi^t(q,0) = (q + t\omega, 0),
$$

was used. This requires at least $r \geq 1$.

Some recent work [79,83,80] follows a different approach, based entirely on semi-conjugacies, where it is natural to use equation (5.13) directly. So there is no need to work with differentiable functions. We will now describe the construction given in [79] of invariant tori for Hamiltonians on the local stable manifold of the nontrivial fixed point $H_*$ described in Theorem 4.1. In this case, the argument that was used above to show that a continuous torus $\Gamma$ has to be analytic, fails, since the fixed point $H_*$ is not invariant under torus-translations $J_v$. In fact, one of our goals is to show that the Hamiltonians on the local stable manifold of $\mathcal{R}$ at $H_*$ are “critical”, in the sense that their golden invariant tori are not differentiable. This argument uses specific properties of the fixed point $H_*$ and of its scaling map $\Lambda_{H_*}$. The other steps in the construction, which we discuss first, can also be adapted to the study of near-integrable Hamiltonians [83]. Notice that the RG
transformation used near $H_*$ is also of the form (5.7), but with $\Lambda_H = T_\mu \circ U_{\phi_0} \circ U_{\hat{\phi}}$ and $H' = H \circ T_\mu \circ U_{\phi_0}$.

The basic idea is to relate the equation (5.13) to the analogous equation for the renormalized Hamiltonian $\hat{H} = R(H)$. For the two flows, we have

$$\Lambda_H \circ \hat{F}^t = \Phi^{\eta^{-1}t} \circ \Lambda_H,$$

with $\eta$ depending on $H$ (in general). This identity follows from the fact that $T \circ U_{\phi_0} \circ U_{\hat{\phi}}$ is symplectic, and from an explicit computation, showing that (5.14) holds in the case where $\hat{H}(q,p)$ is taken to be $\eta^{-1} \mu^{-1} H(q,\mu p)$. Now consider Hamiltonians of the form $H(q,p) = \omega \cdot p + h(q,\Omega \cdot p)$ with $\Omega \cdot \omega = 0$. Then the time renormalization is $\eta = \vartheta^{-1}$, where $\vartheta$ is the eigenvalue of $T$ for the eigenvector $\omega$. Define

$$\mathcal{M}_H(f) = \Lambda_H \circ f \circ T^{-1},$$

for any map $f$ from $\mathbb{T}^d \times \{0\}$ to the domain of $\Lambda_H$. Assume that $\Gamma$ is an invariant torus for $\hat{H}$, taking values in the domain of $\Lambda_H$, and set $\Gamma = \mathcal{M}_H(\Gamma)$. Then by using the identity (5.14), together with the fact that $T \circ \Psi^t = \Phi^{\vartheta t} \circ T$, we obtain

$$\Gamma \circ \Psi^t = \Lambda_H \circ \Gamma \circ T^{-1} \circ \Psi^t = \Lambda_H \circ \Gamma \circ \Phi^{\vartheta^{-1} t} \circ T^{-1}$$

$$= \Lambda_H \circ \Phi^{\vartheta^{-1} t} \circ \Gamma \circ T^{-1} = \Phi^t \circ \Lambda_H \circ \Gamma \circ T^{-1} = \Phi^t \circ \Gamma.$$

This shows that $\Gamma$ is an invariant torus for $H$.

It also suggest that an invariant torus for a fixed point $H$ of $R$ is a fixed point of $\mathcal{M}_H$. Such a torus $\Gamma$ satisfies the equation $\Gamma \circ T = \Lambda_H \circ \Gamma$, which, together with purely topological arguments, can be used to prove the following.

**Lemma 5.2.** [79] Let $H$ be a fixed point of $R$, and let $\Gamma$ be an invariant torus for $H$ that is continuous and homotopic to $T$. If $\Gamma$ is a fixed point for $\mathcal{M}_H$, then $\Lambda_H$ maps range($\Gamma$) invertibly onto itself.

Let now $H_\infty$ be a fixed point of $R$ with a well defined local (strong) stable manifold $W^s$. Examples are the integrable fixed points (2.5) and $K_0$, and for $d = 2$, the nontrivial fixed point $H_*$. Given any Hamiltonian $H_0 \in W^s$, define $H_n = R^n(H_0)$. In order to simplify notation, we will write $\Lambda_n$ and $\mathcal{M}_n$ in place of $\Lambda_{H_n}$ and $\mathcal{M}_{H_n}$, respectively.

Our first goal is to show that $\mathcal{M}_H$ is a contraction on some appropriate space of maps, whenever $H$ is sufficiently close to $H_\infty$. If we knew e.g. that each of the Hamiltonians $H_n$ had a unique invariant torus $\Gamma_n$ (centered at $p = 0$) with frequency vector $\omega$, then these tori should satisfy

$$\Gamma_n = \mathcal{M}_n(\Gamma_{n+1}) = \Lambda_n \circ \Gamma_{n+1} \circ T^{-1}, \quad n = 0, 1, 2, \ldots .$$

(5.16)

This argument can in fact be turned around: We will use the contraction property of the maps $\mathcal{M}_n$ to construct, via inverse limit, a sequence of maps $\Gamma_n$ satisfying (5.16). Then we will show that $\Gamma_n$ is indeed an invariant torus for $H_n$.
5.3. Existence

In what follows, we will restrict our analysis to a special case. Let \( \omega = (\vartheta^{-1}, 1) \) and \( \Omega = (1, -\vartheta^{-1}) \), with \( \vartheta \) the golden mean. Let \( \omega' = c\omega \) and \( \Omega' = c\omega \), such that \( \omega' \cdot \omega = \Omega' \cdot \Omega = 1 \).

We consider only Hamiltonians of the form \( H(q, p) = \omega \cdot p + h(q, z) \), where \( z = \Omega \cdot p \). As a result, only coordinate changes of the form

\[
U = 1 + u, \quad u(q, p) = (u_x \Omega, u_y \omega' + u_z \Omega')
\]

need to be considered. Just like the flow for \( H \), they are “time preserving" in the sense that \( \tau = \omega' \cdot q \) is invariant. Imposing further that \( h(q, z) \) be even in \( q \), we can restrict \( u_x \) to be odd in \( q \), and \( u_z \) even. This will be referred to as the “parity preserving” property.

In addition, \( u(q, p) \) only needs to depend on \( q \) and \( z \), but not on \( y = \omega \cdot p \). As a result, \( u_y \) enters trivially in any composition of such transformations. Thus, in order to simplify notation, we will identify \( u \) with \((u_x, u_z)\). For the same reason, \( u \) and \( U \) will be identified with functions of the variables \((q, z)\). The same applies to the functions \( \Gamma = I + \gamma \) that appear in the construction of invariant tori. In addition, these functions do not depend on \( z \).

A connection between the transformation \( R \) for time preserving Hamiltonian flows and the RG transformation for commuting maps can be found in [77]. Next, we introduce some functions spaces. All of the functions that need to be considered here are either even or odd in \( q \). The coefficients in the cosine (sine) series of an even (odd) function \( f = f(q) \) will be denoted by \( f_\nu \). For functions like \( \gamma_x \) and \( \gamma_z \), we will use the space \( \mathcal{B}_0 \) (if even) or \( \mathcal{C}_0 \) (if odd) of functions \( f : D \rightarrow \mathbb{C} \) with finite norm

\[
\|f\|_0 = \sum_\nu |f_\nu| e^{\delta |\omega \cdot \nu|} (1 + |\Omega \cdot \nu|)^r .
\]

Here \( \delta, r < 1 \) are small positive numbers to be chosen later. The space \( \mathcal{C}_0 \times \mathcal{B}_0 \), equipped with the norm \( \|(f_x, f_z)\|_0 = \max\{\|f_x\|_0, 2\|f_z\|_0\} \), will be denoted by \( \mathcal{A}_0 \).

Consider now the transformation \( \mathcal{M}_H \) defined earlier,

\[
\mathcal{M}_H(\Gamma) = \Lambda_H \circ \Gamma \circ T^{-1}.
\]

Concerning the composition on the right by \( T^{-1} \), notice that \( f \mapsto f \circ T^{-1} \) is bounded on \( \mathcal{F}_0 \), with operator norm close to 1 if \( r > 0 \) is small. For the composition of the right by \( \Lambda_H \), consider first \( H = K_0 \). Then \( \Lambda_H \) acts on \( \gamma \) by multiplying \( \gamma_x \) by \( -\vartheta^{-1} \), and \( \gamma_z \) by \( -\vartheta^{-2} \). Both of these numbers are less than \( 2/3 \) in modulus. Thus, \( \mathcal{M}_H \) is a contraction on \( \mathcal{A}_0 \) in this case, if \( r > 0 \) is sufficiently small. This clearly remains true for analytic Hamiltonians near \( K_0 \).

The proposition below implies that the same holds for Hamiltonians near the fixed point \( H_s \). Given \( \rho = (\rho_x, \rho_z) \) with positive components, define \( \mathcal{D}_\rho \) to be the complex neighborhood of \( D = \mathbb{T}^2 \times \{0\} \), characterized by \( |\text{Im} \tau| < \delta, |\text{Im} x| < \rho_x \) and \( |z| < \rho_z \). Here, \( x = \Omega' \cdot q \). Let \( \mathcal{B}_\rho \) be the space of analytic functions \( h : D_\rho \rightarrow \mathbb{C} \) that are even in \( q \) and have finite norm

\[
\|h\|_\rho = \sum_{\nu, k} |h_{\nu, k}| e^{\delta |\omega \cdot \nu|} \cosh(\rho_x \Omega \cdot \nu) \rho_z^k,
\]
where \( h_{\nu,k} \) are the coefficients in the cosine-Taylor expansion of \( h \). The affine space \( K_0 + B_\rho \) will be denoted by \( H_{\rho} \). In what follows, we use the same domain and norm parameters as in [78], namely \( \rho \approx (0.85, 0.15) \) and \( r \approx 10^{-4} \). Let \( \rho' = (\rho_x, \rho_z/2) \).

**Proposition 5.3.** [79] If \( \delta > 0 \) is chosen sufficiently small, then there exists a bounded open neighborhood \( V \) of \( H_{\infty} \) in \( H_{\rho} \), such that the following holds. The map \( H \mapsto \Lambda_n \) is analytic on \( V \), and there exists a positive \( a < 1 \), an open ball \( B \) in \( A_0 \), and a concentric closed ball \( B_0 \subset B \), such that for every \( H \in V \), the transformation \( M_H \) is well defined on \( B \), maps \( B \) into \( B_0 \), and contracts distances by a factor \( \leq a \). The range of any function \( \Gamma \in B \) is contained in \( D_{\rho'} \). Furthermore, \( (H, \Gamma) \mapsto M_H(\Gamma) \) is analytic on \( V \times B \).

The proof is based on computer-assisted estimates for the scaling map \( \Lambda_{H_{\ast}} \). After determining (numerically) an approximate fixed point \( f \) for \( M_{H_{\ast}} \), the stated properties were obtained by estimating the norm of \( M_{H,\ast}(f) - f \) and of the derivative of \( M_{H,\ast} \) near \( f \). Notice that Proposition 5.3 implies the existence of a fixed point \( \Gamma_{\infty} \) for the map \( M_{H_{\ast}} \).

An analogous proposition for the trivial fixed point \( K_0 \) follows from our earlier discussion, together with the fact that \( \mathcal{R} \) is analytic near \( K_0 \).

Now we are ready to construct a sequence of functions \( \{\Gamma_n\} \) that satisfy equation (5.16). Consider either \( H_{\infty} = K_0 \) or \( H_{\infty} = H_{\ast} \). Let \( V \subset H_{\rho} \) and \( B \subset A_0 \) be as in Proposition 5.3, and let \( F_0, F_1, \ldots \) be arbitrary maps in \( B \). Given a sequence of Hamiltonians \( H_0, H_1, \ldots \) in \( V \), define

\[
\Gamma_{n,m} = (M_n \circ M_{n+1} \circ \ldots \circ M_{m-1})(F_m) = \Lambda_n \circ \Lambda_{n+1} \circ \ldots \circ \Lambda_{m-1} \circ F_m \circ T^{-m+n}, \quad 0 \leq n < m.
\]  

**Theorem 5.4.** [79] There is a constant \( C > 0 \) such that the following holds. Let \( H_0, H_1, \ldots \) be Hamiltonians in \( V \). Then the limits \( \Gamma_n = \lim_{m \to \infty} \Gamma_{n,m} \) exist in \( A_0 \), are time and parity preserving, do not depend on the choice of the maps \( F_m \), and satisfy the bounds

\[
\|\Gamma_n - \Gamma_{\infty}\|_0 \leq C \sup_{m \geq n} \|H_m - H_{\infty}\|_\rho, \quad n = 0, 1, \ldots.
\]  

If \( H_n = \mathcal{R}^n(H_0) \) for all \( n > 0 \), then (5.16) holds. If in addition, \( V \) has been chosen sufficiently small, and \( H_0 \) belongs to \( \mathcal{W}^* \), then \( \Gamma_n \) is a golden invariant torus for \( H_n \), for each \( n \geq 0 \).

The main ingredients in the proof of this theorem are the following.

Proposition 5.3 shows that if \( n < m < k \), then the difference \( \Gamma_{n,k} - \Gamma_{n,m} \) is bounded in norm by \( da^{m-n} \), where \( d \) is the diameter of \( B \). Thus, the sequence \( m \mapsto \Gamma_{n,m} \) converges in \( A_0 \) to a limit \( \Gamma_n \), and this limit is independent of the choice of the maps \( F_m \). The estimate (5.22) is obtained by using the analyticity of the map \( H_0 \mapsto \Gamma_0 \).

Assume now \( H_n = \mathcal{R}^n(H_0) \) for all \( n > 0 \). Then (5.16) is obtained by taking \( F_m = \Gamma_m \) for all \( m \), and using that the maps \( M_n \) are continuous. In order to prove that \( \Gamma_n \) is an invariant torus for \( H_n \), we can use the identity

\[
\Phi_{m}^t \circ \Gamma_{n,m} \circ \Psi^{-t} = \Lambda_n \circ \Lambda_{n+1} \circ \ldots \circ \Lambda_{m-1} \circ \Phi_{m}^{t_{m-n}} \circ \Gamma_{\infty} \circ \Psi^{-t_{m-n}} \circ T^{-m+n} = (M_n \circ M_{n+1} \circ \ldots \circ M_{m-1})[\Phi_{m}^{t_{m-n}} \circ \Gamma_{\infty} \circ \Psi^{-t_{m-n}}],
\]  

(5.23)
where \( t_k = \vartheta^{-k} t \), and where \( \Psi_k \) denotes the flow for \( H_k \). Here, we have used that \( T \circ \Phi^s = \Phi^\vartheta \circ T \). Notice that the map \([\ldots]\) in equation (5.23) is time preserving, since the two flows change \( \tau \) by opposite amounts. Thus, equation (5.23) is an identity between maps in \( A_\vartheta \).

Consider first the case where \( H_n = H_\infty \) for all \( n \geq 0 \). Then the two flows in \([\ldots]\) tend to the identity as \( m \to \infty \), Thus, \([\ldots]\) takes values in \( D_\vartheta \) for large \( m \). As \( m \to \infty \), both sides converge in \( A_0 \) to \( \Gamma_n \). But convergence in \( A_0 \) implies pointwise convergence, and since \( \Psi_n \) and \( \Phi^t \) are both continuous and invertible, we conclude that \( \Psi_n \circ \Gamma_n \circ \Phi^{-t} = \Gamma_n \). This shows that \( \Gamma_n \) is a golden invariant torus for \( H_n \).

For general \( H_0 \in \mathcal{W}^s \) near \( H_\infty \), we can now use that

\[
\Phi_{tm-n}^t \circ \Gamma_\infty \circ \Psi_{tm-n}^{-t} = \Phi_{tm-n} \circ \Phi_{tm-n}^{-t} \circ \Gamma_\infty.
\]

Again, the map \([\ldots]\) in equation (5.23) takes values in \( D_\vartheta \) for large \( m \). So by the same argument as above, \( \Gamma_n \) is a golden invariant torus for \( H_n \).

### 5.4. Critical invariant tori

The invariant torus \( \Gamma_\infty \) for a fixed point \( H_\infty \) of \( \mathcal{R} \) satisfies the equation

\[
\Lambda_\infty \circ \Gamma_\infty = \Gamma_\infty \circ T,
\]

This shows e.g. that \((0, p_\infty) = \Gamma_\infty(0)\) is a fixed point of the scaling map \( \Lambda_\infty \). If \( \Gamma_\infty \) is smooth and one-to-one and near this fixed point, then the semi-conjugacy (5.25) suggests that the eigenvalues of \( T \) are also eigenvalues of \( D\Lambda_\infty(0, p_\infty) \). This is trivially the case for the fixed point \( K_0 \), whose scaling map is \( T_\mu \), with \( \mu = \vartheta^{-3} \). The eigenvalues of \( T_\mu \) are \( \vartheta, -\vartheta^{-1}, -\vartheta^{-2}, \) and \( \vartheta^{-2} \). These are the trivial values of the scaling constants \( \lambda_\vartheta \), \( \lambda_x \), \( \lambda_y \), and \( \lambda_z \), whose critical values we shall now describe. First, we note that if \( U \) is parity preserving, then the line \( q = 0 \) is invariant under \( U \). Thus, the maps \( \Lambda_\mu \) are of the form

\[
\Lambda_\mu(0, z) = (0, \ell_\mu(z)),
\]

where \( \ell_\mu \) is some function of one variable.

The following proposition concern the fixed point \( H_* \) described in Theorem 4.1. Its proof is computer-assisted.

**Proposition 5.5.** [79] The (analytic) function \( \ell_{H_*} \) maps the interval \([-\varrho_z/2, \varrho_z/2]\) into its interior, has a globally attracting fixed point \( z_\infty \), and the derivative of \( \ell_{H_*} \) at this fixed point is \( \lambda_z = -0.326063 \ldots \). Furthermore, \( \mu(H_*) = \mu_\infty = 0.230460196 \ldots \).

One of the conclusions is that \( \Lambda_{H_*} \) has a fixed point \((q, p) = (0, p_\infty)\) with \( \varOmega \cdot p_\infty = z_\infty \), and that its derivative at this fixed point has \( \lambda_z \) as one of its eigenvalues. We note that the corresponding eigenvector is not \((0, \varOmega)\), as equation (5.26) might suggest, but it has a nonzero component in the \( y \)-direction that has been suppressed in (5.26). The remaining three eigenvalues of \( D\Lambda_{H_*}(0, p_\infty) \) are obtained by using that \( U_{H_*} \) is a time and parity preserving symplectic map: they are \( \lambda_\vartheta = \vartheta, \lambda_x = \mu_\infty/\lambda_z = -0.706795 \ldots \), and
\( \lambda_y = \mu_\infty / \lambda_\tau = 0.1424322345 \ldots \) The corresponding eigenvectors are the direction of the flow at \((0, p_\infty)\), and the vectors \((\Omega, 0)\) and \((0, \omega)\), respectively.

Consider now the RG fixed point \( H_\infty = H_* \). The following result implies Theorem 5.1. It uses the fact that \( \lambda_x \) is different from the corresponding eigenvalue \( -\vartheta^{-1} = -0.618033 \ldots \) of \( T_\mu \).

**Theorem 5.6.** [79] There exists an open neighborhood \( V \) of \( H_* \) in \( H_\vartheta \) such that if \( H_0 \) belongs to \( W^s \cap V \), then the torus \( \Gamma_0 \) defined in Theorem 5.4 is not differentiable.

**Proof.** By using Lemma 5.2 and the analyticity of \( \Lambda_{H_\infty} \), we can finds sets \( K \subset S \) and \( K \subset S' \subset K' \), all subsets of \( D_{\rho'} \) whose interiors contain \( g = \text{graph}(\Gamma_\infty) \), with \( S, S' \) open and \( K, K' \) compact, such that for \( H = H_\infty \), the scaling map \( \Lambda_\mu \) defines an analytic diffeomorphism from \( S \) to an open neighborhood of \( K' \). Since \( H \mapsto \Lambda_\mu \) is analytic, this tends to all Hamiltonians \( H \) in some open neighborhood of \( H_\infty \) in \( H_\vartheta \).

Now choose \( V \) sufficiently small, such that (our previous results apply and) the set \( \bigcup_n \text{Range}(\Gamma_n) \) is contained in \( K \). This is possible by (5.22), and by the fact that \( W^s \) is the graph of an analytic function. Thus, we have

\[
\Gamma_n = \Lambda_{n-1}^{-1} \circ \ldots \circ \Lambda_1^{-1} \circ \Lambda_0^{-1} \circ \Gamma_0 \circ T_1^n ,
\]

(5.27)

for all \( n \geq 0 \), where the inverse scalings are defined in an unambiguous way.

In what follows, we lift \( \Lambda_n \) and \( \Gamma_n \) from \( \mathbb{T}^2 \) to \( \mathbb{R}^2 \), restrict to \( \tau = 0 \), and use the variables \( x, z \). Since \( \Lambda_n \) is parity preserving, it can be written in the form

\[
\Lambda_n(x, z) = (f_n(x, z)x, \ell_n(z) + g_n(x, z)x^2) .
\]

(5.28)

It suffices to consider points in \( S' \), where we have a bound \( |z| < b < g_z / 2 \). By Proposition 5.5, there exists a real analytic function \( \varphi \) on \([-b, b] \), with non-vanishing derivative, such that \( \varphi(\ell_\infty(z)) = \lambda_x \varphi(z) \).

Consider now the coordinates \( \tilde{z} = \varphi(z) \) and \( \tilde{x} = x / \varphi'(z) \). Since \( U_\mu'_{\infty} \) is symplectic, the functions \( \ell_\infty \) and \( f_\infty \) in these new coordinates, when restricted to \( \tilde{x} = 0 \), are simply multiplication by \( \lambda_x \) and \( \lambda_\tau \), respectively.

The inverse of \( \Lambda_n \) is also parity preserving, and thus admits a representation analogous to (5.28). In the coordinates \( \tilde{x} \) and \( \tilde{z} \), we have

\[
\tilde{\Lambda}_n^{-1}(\tilde{x}, \tilde{z}) = (\phi_n(\tilde{x}, \tilde{z})\tilde{x}, \psi_n(\tilde{x}, \tilde{z})) ,
\]

(5.29)

with \( \phi_n, \psi_n \) analytic in \( \tilde{S}' \). Since all derivatives of \( \Lambda_n \) are bounded on \( \tilde{K}' \), uniformly in \( n \), we have \( \phi_n(\tilde{x}, \tilde{z}) \rightarrow \phi_\infty(\tilde{x}, \tilde{z}) \), uniformly on \( \tilde{S}' \). Furthermore, \( \phi_\infty(\tilde{x}, \tilde{z}) \rightarrow \lambda_x^{-1} \), as \( \tilde{x} \rightarrow 0 \), uniformly in \( \tilde{z} \). Thus, if \( V \) has been chosen sufficiently small, we can find positive real numbers \( \alpha \) and \( \beta < 1 \), such that \( |\phi_n(\tilde{x}, \tilde{y})| \leq \beta \vartheta \) for all \( n \geq 0 \), whenever \( |\tilde{x}| < \alpha \). Here, we have used the crucial fact that the eigenvalue \( \lambda_x \) of \( D\Lambda_\infty \) at \( \Gamma_\infty(0) \) is larger in modulus than the corresponding eigenvalue \( -\vartheta^{-1} \) of \( T_1 \).

By equation (5.27), the points \( \Gamma_n(s, 0) \), expressed in the coordinates \( \tilde{x} \) and \( \tilde{y} \), are given by

\[
\tilde{\Gamma}_n(s, 0) = (\tilde{\Lambda}_{n-1}^{-1} \circ \ldots \circ \tilde{\Lambda}_1^{-1} \circ \tilde{\Lambda}_0^{-1} \circ \tilde{\Gamma}_0)(s, 0) , \quad s_n = (-\vartheta^{-1})^n s .
\]

(5.30)
Assume now for contradiction that $\Gamma_0$ is differentiable at 0. Then there exists a constant $c > 0$ such that for any given $s \in \mathbb{R}$, the angular ($\tilde{x}$) component of $\tilde{\Gamma}_0(s_n, 0)$ is bounded in modulus by $c|s_n|$, for large $n$. Thus, by using the above-mentioned bound on the functions $\phi_m$, we find that the angular component of $\tilde{\Gamma}_n(s, 0)$ is bounded in modulus by $c\beta^m|s| < \alpha$, if $n$ is sufficiently large.

By using now that $\Gamma_n \to \Gamma_\infty$ in $\mathcal{A}_0$, and the fact that evaluation is continuous on $\mathcal{A}_0$, we conclude that the angular component of $\Gamma_\infty(s, 0)$ is zero for all $s \in \mathbb{R}$. Thus, since the curve $s \mapsto s\Omega$ is dense in $\mathbb{T}^2$, the angular component of $\Gamma_\infty$ is identically zero. But this is impossible, since $\Gamma_\infty$ is continuous and homotopic to I. This shows that $\Gamma_0$ cannot be differentiable.

QED

5.5. Shearless tori

The construction of invariant tori for Hamiltonians on the stable manifold of an RG fixed point does not involve any nondegeneracy assumptions. Thus, it applies equally well to shearless tori.

Consider again the golden mean case, so the vectors $\omega$ and $\Omega$ are the same as above. We will call an invariant torus shearless if in some coordinates (where the torus is at $p = 0$),

$$\dot{q} = c\omega + \kappa(\Omega \cdot p)^2\Omega + \mathcal{O}(|p|^3), \quad \dot{p} = \mathcal{O}(|p|^3). \quad (5.31)$$

A simple Hamiltonian with such a torus is $F_\ast(0)$, where

$$F_\ast(\alpha)(q, p) = \omega \cdot p + \alpha z + \gamma z^3, \quad z = \Omega \cdot p. \quad (5.32)$$

with $\gamma \in \mathbb{R}$ nonzero. This torus bifurcates, as the parameter $\alpha$ is varied. More specifically, we have $\dot{p} = 0$ and $\dot{q} = \omega + [\alpha + 3\gamma z^2]\Omega$, so the Hamiltonian $F_\ast(\alpha)$ has an invariant torus

Fig. 8. A critical golden invariant torus
at \( z = t \) (a constant, not time), and the rotation number of this torus is
\[
\varrho = \frac{\vartheta^{-1} + [\alpha + 3\gamma t^2]}{1 - \vartheta^{-1}[\alpha + 3\gamma t^2]}. \tag{5.33}
\]
Thus, we can distinguish three cases
\[
\begin{align*}
\alpha < 0: & \quad F_\star(\alpha) \text{ has two real golden tori (with shear).} \\
\alpha = 0: & \quad F_\star(\alpha) \text{ has one real golden torus (shearless).} \\
\alpha > 0: & \quad F_\star(\alpha) \text{ has no real golden torus (but two complex tori).}
\end{align*}
\]
This type of behavior is observed and expected to persist under small perturbations of the family. For near-integrable area-preserving maps, a theorem confirming this observation was proved in [33], for arbitrary Diophantine rotation numbers, using a KAM type method. The following theorem focuses on golden invariant tori for near-integrable Hamiltonian flows.

**Theorem 5.7.** [55] If \( F \) is real, and sufficiently close to \( F_\star \) in some space of one-parameter families of Hamiltonians, then the following holds. Each \( F(\alpha) \) in this family has two golden invariant tori, \( \Gamma_1^\alpha \) and \( \Gamma_2^\alpha \), and no other golden invariant tori nearby. There exists a unique parameter value \( \alpha_F \) where \( \Gamma_1^\alpha = \Gamma_2^\alpha \), and the function \( F \mapsto \alpha_F \) is real analytic. The tori \( \Gamma_\alpha^i \) are real if and only if \( \alpha \leq \alpha_F \). If the Hamiltonians \( F(\alpha) \) are time preserving (a technical assumption to simplify the analysis) then the given torus for \( \alpha = \alpha_F \) is shearless. The maps \( \alpha \mapsto \Gamma_\alpha^i \) are continuous, and real analytic away from \( \alpha_F \).

This theorem is proved by using renormalization. We will describe some of the ideas below (with slight modifications, to synchronize the definitions with those used in previous sections). Presumably, the method can be generalized to Diophantine frequencies, using sequences of RG transformations as in [97, 83].

The analysis involves two RG transformations with different fixed points and normalizations. One of these transformations is
\[
\mathcal{R}_0(H) = H' \circ \mathcal{U}_H', \quad H' = \frac{\vartheta}{\mu} H \circ T_\mu, \tag{5.34}
\]
with \( \mu = \mu_0 \) a fixed positive real number less than \( \vartheta^{-1} \). As usual, the canonical transformation \( \mathcal{U}_H' \) is determined in such a way that \( \mathcal{I}^{-1} \mathcal{R}_0(H) = 0 \). This transformation \( \mathcal{R}_0 \) is considered in a neighborhood of its fixed point \( K_0(q, p) = \omega \cdot p \), and \( \gamma \neq 0 \) is fixed (modulo sign) such that \( F_\star(0) \) belongs to this neighborhood. Define
\[
(\mathcal{J}_t H)(q, p) = \omega \cdot p + [\alpha + 3\gamma t^2] z + 3\gamma t z^2 + \gamma z^3 + (\mathcal{J}_t h)(q, p), \tag{5.35}
\]
with \( \Omega' = c\Omega \) normalized in such a way that \( \Omega' \cdot \Omega = 1 \). In particular, if \( H = F_\star(\alpha) + h \) then
\[
(\mathcal{J}_t H)(q, p) = \omega \cdot p + [\alpha + 3\gamma t^2] z + 3\gamma t z^2 + \gamma z^3 + (\mathcal{J}_t h)(q, p), \tag{5.36}
\]
modulo a constant term that we can ignore. Then we can choose \( \delta > 0 \) such that the following holds. Consider first the case \( h \equiv 0 \). Then for \( \alpha > \delta \), all orbits for \( H \) (in the
domain $D_{\rho}$ considered) have a rotation number strictly larger than $\vartheta^{-1}$. And for $\alpha < -\delta$, the family $t \mapsto J_t H$ intersects the stable manifold of $R_0$ at $K_0$ at exactly two points, and thus $H$ has two golden invariant tori. Furthermore, this intersection is transversal, so the above generalizes to $h \neq 0$ sufficiently close to zero. This argument is used in the proof of Theorem 5.7 to construct the tori $\Gamma^{i}_{\alpha}$ when $\alpha$ is bounded away from zero.

Consider now the Hamiltonians $K_{\pm\gamma}(q, p) = \omega \cdot p \pm \gamma z^3$. With the proper normalization $\mu = \vartheta^{-2}$, these two Hamiltonians are a period 2 for the RG transformation $R$. For Hamiltonians near $K_{\gamma}$, we choose the RG transformation

$$R(H) = H' \circ \mathcal{U}_H', \quad H' = \frac{\vartheta}{\mu} H \circ T_{\mu} \circ J_t,$$

where $\mu \approx \vartheta^{-2}$ and $t \approx 0$ are determined in such a way that the coefficients of $z^2$ and $z^3$ in the Fourier-Taylor expansion of $R(H) - K_{-\gamma}$ are zero. We note that the RG transformations $R_0$ and $R^2$ are hyperbolic near their trivial fixed points, with a one-dimensional unstable direction given by the linear function $(q, p) \mapsto \Omega \cdot p$.

In the case of $R$, the unstable manifold at $K_{\gamma}$ is in fact given by the family $F_\ast$. Thus, if $F$ is sufficiently close to $F_\ast$, then $F$ intersects the stable manifold of $R$ at precisely one point. The corresponding parameter value is denoted by $\alpha_\varphi$. Using the procedure described in the last section, we can now construct an invariant torus for $F(\alpha_\varphi)$, and if $h = h(q, z)$, then it can be shown that this torus is shearless. One technical complication here is the presence of the translation $J_t$ in the definition (5.37) of $R$. However, after the first RG step, $t = t(H)$ is of the order of $(1 - \E)H$, where $\E$ denotes averaging over the torus $\mathbb{T}^2$. And $(1 - \E)H$ tends to zero very rapidly, so that the translations $J_t$ do not cause any domain problems.

This leaves the problem of constructing invariant tori for $F(\alpha)$ with $\alpha \neq \alpha_\varphi$ close to $\alpha_\varphi$. This is done by iterating the RG transformation $R$, until the coefficient of $z$ for $R^n(F(\alpha))$ is larger than $\delta$. Then the RG transformation $R_0$ can be used to construct two golden invariant tori, as described above. This part of the analysis requires good control over the dependence of $R(F(\alpha))$ on the parameter $\alpha$. Thus, it is convenient to introduce an RG transformation for families $\alpha \mapsto F(\alpha)$. In what follows, we identify the parameter space $\mathbb{C}$ with the one-dimensional expanding subspace of $\text{DR}(K_0)$. Denoting by $\mathbb{P}$ the canonical projection onto this subspace, we define

$$Y_\varphi(\alpha) = \mathbb{P} R(F(\alpha)).$$

In particular, $Y_{\varphi^2}(\alpha) = -\vartheta^2 \alpha$, which reflects the fact that $F_\ast$ is the unstable manifold of $R$ at $K_0$, and that the expanding eigenvalue is $-\vartheta^2$. The map $Y_\varphi$ is now used to re-parametrize the family $F$ after renormalization. More specifically, we set

$$R(F) = R \circ F \circ Y^{-1}_\varphi.$$

By construction, $F_\ast$ is a fixed point of $R$, and it is straightforward to check that all eigenvalues of $\text{DR}(F_\ast)$ are of modulus less than one. Thus, we expect that $R^n(F) \to F_\ast$ for large $n$, This property, which was proved in [1], makes it possible to get the necessary control over $R^n(F(\alpha))$ for $\alpha \neq \alpha_\varphi$ very close to $\alpha_\varphi$, and for $n$ correspondingly large.
This procedure, known as the \textit{graph transform} method, is a common method for constructing the (un)stable manifold of a map $\mathcal{R}$; see e.g. \cite{65}. We will describe a generalization (to sequences of maps) of this method in Subsection 7.4.

\begin{figure}[h]
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\caption{Renormalization of families with shearless invariant tori}
\end{figure}

6. Scaling

According to the general RG picture, the properties of a hyperbolic RG fixed point $H_\infty$ with an $m$-dimensional unstable manifold describes universal behavior for $m$-parameter families $\beta \mapsto H^\beta$. The universal constants are eigenvalues of either the linearized RG transformation $D \mathcal{R}(H_\infty)$ or the linearized scaling map $D\Lambda_{H_\infty}(q_\infty, p_\infty)$. The latter describe self-similarity properties of the orbit structure for Hamiltonians near the critical surface (the stable manifold of $\mathcal{R}$ at $H_\infty$). The reason is pretty clear: If $G$ is an orbit for $\mathcal{R}(H)$, with rotation vector $w$, then $\Lambda_{H}(G)$ is an orbit for $H$, with rotation vector parallel to $Tw$. This fact was used e.g. in the analysis of invariant tori. Here, we discuss properties that relate to eigenvalues of the linearized RG transformation, and more specifically, the rate at which periodic orbits accumulate at an invariant torus.

6.1. Spectrum of the linearized RG transformation

If $H$ is a purely resonant Hamiltonian, so that $\mathcal{U}_{H}$ is the identity, then $D \mathcal{R}(H)$ can be obtained explicitly, since it suffices for this purpose to eliminate nonresonant modes to first order in the perturbation. In this case, the derivative of $\mathcal{N} : H \mapsto \mathcal{U}_{H}$ is given by the
This simplifies to \( DN(H) = \mathbb{I}^+ - \mathbb{I}^+ \hat{H} (\mathbb{I}^- \hat{H} \mathbb{I}^-)^{-1} \mathbb{I}^- \), \( \mathbb{I}^- H = 0 \).

(6.1)

Assume now that we obtain \( H(q,p) \) does not depend on the angle variable \( q \). In order to simplify things further, consider now \( R \) with fixed scaling parameters \( \eta = \vartheta_1^{-1} \) and \( 0 < \mu < \vartheta_d \). Here, and in what follows, \( \vartheta_k \) denotes the \( k \)-th largest eigenvalue (in modulus) of the matrix \( T \), and \( \omega_k \) denotes the corresponding eigenvector. In particular, \( \vartheta_1 = \vartheta \) and \( \omega_1 = \omega \). The Hamiltonian \( K_0(q,p) = \omega \cdot p \) is a fixed point of this transformation \( R \). If we write \( f(q,p) = \sum_{\nu} f_{\nu}(p)e^{i\nu \cdot q} \), then

\[
(DR(K_0)f)(q,p) = \sum_{\nu} \frac{\vartheta_1}{\mu} f_{\nu}(\mu(T^*)^{-1}p) \exp(i\nu \cdot (Tq)) .
\]

(6.2)

Assume now that \( f \) is an analytic eigenfunction of \( DR(K_0) \), with eigenvalue \( \lambda \neq 0 \). Then we obtain

\[
f_{T^n \nu} = \left( \frac{\vartheta_1}{\lambda \mu} \right)^n f_{\nu}(\mu^n(T^*)^{-n} \cdot , \quad \nu \in \mathbb{Z}^d ,
\]

(6.3)

first for \( n = 1 \), and then for any \( n \in \mathbb{N} \) by iteration. Consider \( \nu \neq 0 \). Then \( T^n \nu \sim \vartheta^n \) for large \( n \) so by analyticity, the left hand side of (6.3) is bounded in modulus by \( \exp(-c \vartheta^n) \), for some \( c > 0 \). But the right hand side can tend to zero no faster than exponentially, unless \( f_{\nu} = 0 \). This shows that the eigenvectors of \( DR(K_0) \) are functions of \( p \) only. Finding these is easy: On the (invariant) subspace of functions \( f(q,p) = f_0(p) \), the homogeneous polynomials \( (q,p) \mapsto (\omega_k \cdot p)^n \) and their products are a basis of eigenvectors. In what follows, we will always choose

\[
0 < \mu < |\vartheta_1^{-1} \vartheta_d^2| .
\]

(6.4)

Then \( DR(K_0) \) has exactly \( d \) eigenvalues of modulus \( > 1 \). One of them is \( \lambda_0 = \vartheta / \mu \), associated with constant Hamiltonians, and the other \( d - 1 \) eigenvalue-eigenvector pairs are

\[
\lambda_k = \vartheta_1 / \vartheta_k \, , \, f_k(q,p) = \omega_k \cdot p \, , \, k = 2, \ldots , d .
\]

(6.5)

Since the value of \( \mu \) has been fixed, \( DR(K_0) \) also has an eigenvalue \( 1 \), with eigenvector \( f_1(q,p) = \omega \cdot p \). But we can (and will) reduce this eigenvalue to \( 0 \) by choosing a scaling \( \mu = \mu(H) \) in such a way that the torus average of \( \omega \cdot \nabla_p H \) is a fixed positive constant. Then all eigenvalues of \( DR(K_0) \) other than the ones listed in (6.5) are of modulus \( < 1 \).

It should be noted that the expanding eigenvalues (including \( \lambda_0 \)) could be mapped to \( 0 \) as well, by including a translation \( (q,p) \mapsto (q,p + v) \) in the definition of \( R \), with \( v = v(H) \) chosen appropriately. In this sense, \( DR(K_0) \) has no “relevant” expanding eigenvalues. By contrast, the linearized RG transformation at the critical fixed point \( H_\infty \) described in Theorem 4.1 is believed to have an expanding eigenvalue \( \delta = 1.6279 \ldots \) that is not related to coordinate changes.

6.2. Accumulation of periodic orbits

The expanding eigenvalues of the linearized RG transformation describe asymptotic relations between different members of the family \( \beta \mapsto H^\beta \), as \( \beta \) approaches the value \( \beta_\infty \).
where the family intersects the stable manifold $W^s$ of the given RG fixed point $H_\infty$. To give an example, let $\mathcal{P}$ be a collection of properties that can be assigned to closed orbits, such that if $\mathcal{R}(H)$ has an orbit of type $\mathcal{P}$, then the corresponding orbit of $H$ is also of type $\mathcal{P}$. Given some fixed $w \in \mathbb{R}^d\mathbb{Z}$ close to $\omega$, consider the set of Hamiltonians in the domain of $\mathcal{R}$ that have a closed orbit of type $\mathcal{P}$ with rotation vector parallel to $w$. Assume that this set contains a codimension $m$ manifold $\Sigma_0$ that is transversal to the local unstable manifold $W^u$ of $\mathcal{R}$.

Now consider the sets $\Sigma_n = \mathcal{R}^{-n}(\Sigma_0)$. They consist of Hamiltonians that have closed orbits of type $\mathcal{P}$ with rotation vectors parallel to $T^n w$. By the $\lambda$-lemma [116], these sets are codimension $m$ manifolds that accumulate at $W^u$ at an asymptotic rate given by the largest eigenvalue $\delta$ of $D\mathcal{R}(H_\infty)$. Or more precisely, if $\beta \mapsto H^\beta$ is a $m$-parameter family that intersects $W^u$ transversely, then for large $n$, this family intersects $\Sigma_n$ at exactly one point, say $H^{\beta_n}$, and $(\beta_{n+1} - \beta_n)/(\beta_n - \beta_{n-1}) \to \delta^{-1}$. In particular, if one of the properties characterizing $\Sigma_0$ is marginal stability, then we obtain the observed accumulation of bifurcation points described earlier (where $m = 1$, after elimination of the unstable directions related to $p$-translations). A stronger property that is expected to hold is the convergence of $\mathcal{R}^k(H^{\beta_{n+k}})$ to the intersection point of $\Sigma_n$ with $W^u$. This describes a joint scaling in parameter space and phase space.

![Fig. 10. Expected RG picture explaining universality](image)

Our goal here is to prove that such a picture is correct near the trivial fixed point $K_0$. The RG transformation $\mathcal{R}$ is as described in Theorem 2.2, and we use the same space $A_\rho$ of analytic Hamiltonians as in Subsection 2.2. In this analysis, we will keep track of constant terms in Hamiltonians, so the unstable manifold $W^u$ is of dimension $d$. As a result, the invariant torus $\Gamma_H$ for a Hamiltonian $H$ on the stable manifold $W^s$ is not only centered
at zero, but also lies on the surface of zero energy, \( H \circ \Gamma_H = 0 \). The families \( \beta \mapsto H^\beta \) considered are generated by a single (isoenergetically nondegenerate) Hamiltonian \( H \) via \( p \)-translations, 
\[
H^\beta = H \circ J_\beta, \quad J_\beta(q, p) = (q, p + \beta),
\]
with \( \beta \in \mathbb{R}^d \). Thus, the periodic orbits described above are all orbits of the same Hamiltonian \( H \). The rate of accumulation of the parameter values \( \beta_n \) describes the rate of accumulation of periodic orbits at the invariant torus.

In order to ensure that the family \( \beta \mapsto H^\beta \) intersects the stable manifold \( W^s \) transversally, we will assume that \( H \) lies near an isoenergetically nondegenerate integrable Hamiltonian \( K \) of the form (5.8). Still, considering such near-integrable Hamiltonians poses a problem. If \( K \) has a closed orbit \( \gamma \) with rotation vector \( w \), then it has infinitely many of them: the entire torus \( p = p_w \) containing \( \gamma \) consists of such orbits. But a Hamiltonian \( H \) close to \( K \) has in general only finitely many \( w \)-orbits (closed orbits with rotation vector parallel to \( w \)). The \( q \)-translates of \( H \) are equally close to \( K \), but their \( w \)-orbits vary by an amount of order one. Thus, there is no continuous map near \( K \) (or near any integrable Hamiltonian) that would associate with a Hamiltonian one of its \( w \)-orbits. That is, unless we prevent the \( (q \)-translation) symmetry of \( K \) from acting on our space of Hamiltonians.

We will do this by restricting the analysis to the subspace \( B_\rho \) of Hamiltonians \( H(q, p) \) that are even functions of \( q \). Then it is possible to find closed orbits of the form
\[
\gamma(t) = (tw + Q(t/\tau), P_0 + P(t/\tau)),
\]
where \( Q \) is an odd and \( P \) an even \( 2\pi \)-periodic function with average zero. The rotation vector \( w \) belongs to \( \mathbb{R}Z^d \), and \( \tau = \tau(w) \) is defined as the smallest positive real number \( t \) such that \( tw \) belongs to \( \mathbb{Z}^d \). We will refer to such an orbit as a symmetric \( w \)-orbit for \( H \).

To be more precise, we will focus on orbits on the energy surface \( H = 0 \). Then we cannot prescribe the frequencies \( w_j \), but only the winding numbers \( w_j/w_d \).

Define \( h_w(q, p) = w \cdot p \) and
\[
A(\gamma) = \frac{1}{2\pi} \oint{\sum_{j=1}^{d} p_j dq_j}.
\]

**Theorem 6.1.** [1] Let \( R > \rho \), and let \( K \in B_\rho \) be a Hamiltonian of the form (5.8), with \( M \) as described after (5.8). If \( K \) sufficiently close to \( h_\omega \), and \( w \in \mathbb{R}Z^d \) sufficiently close to \( \omega \), then there exists an open neighborhood \( B \) of \( K \) in \( B_R \), and a positive integer \( N \), such that for every Hamiltonian \( H \in B \), and every \( n \geq N \), some nonzero constant multiple of \( H \) has a symmetric orbit \( \gamma_n \) with frequency vector \( w_n = (\vartheta^{-1}T)^n w \), lying on the energy surface \( H^{-1}(0) \), and having \( A(\gamma_n) = 0 \). The sequence of orbit \( \gamma_n \) satisfy
\[
-\frac{1}{n} \ln |\gamma_n(0) - \Gamma(0)| = \ln |\lambda_2| + \mathcal{O}\left(\frac{1}{n}\right),
\]
where \( \Gamma \) is the invariant torus for \( H \), obtained via translation from the torus \( \Gamma_H' \) for the Hamiltonian \( H' = H^{\beta_\infty} \).
The proof of this theorem will be described in the next two subsections. The estimate (6.9) is obtained from an analogous estimate

$$\frac{-1}{n} \ln |\beta_n - \beta'| = \ln |\lambda_2| + \mathcal{O}\left(\frac{1}{n}\right),$$

(6.10)

for the parameter values \(\beta_n\) defining the intersection of the family \(\beta \mapsto H^\beta\) with the manifolds \(\Sigma_n\).

### 6.3. Choice of the manifold \(\Sigma_0\)

We assume that \(w \in \mathbb{R}^d\) is chosen sufficiently close to \(\omega\), such that \(h_w\) belongs to the domain of \(\mathcal{R}\), and such that \(v \cdot w = 1\), where \(v\) is the expanding eigenvector of \(T^*\).

As part of the construction of \(\sigma_0\), we consider \(d+1\) parameter families of Hamiltonians. One of the parameters, \(\xi\), is used to determine which multiple of \(H\) lies on \(\sigma_0\), and the other \(d\) parameters, \((u, E)\), can be related to \(p\)-translations. Given \(\xi \in \mathbb{C}\), and \(u \in \mathbb{C}^d\) satisfying \(u \cdot v = 0\), define \(x = (\xi - 1)w + \xi u\). Let \(H = h_w + h\). Our goal is to determine the values of \(\xi, u\), and \(E\), such that the Hamiltonian

$$F = \xi(H + h_u) + E = h_w + \xi h + h_x + E$$

(6.11)

has a symmetric \(w\)-orbit \(\gamma\) with the desired properties. Besides the two properties \(F \circ \gamma = 0\) and \(A(\gamma) = 0\), that are invariant under renormalization, we also impose that \(P_0 = kv\), for some \(k \in \mathbb{C}\). Roughly speaking, the conditions \(F \circ \gamma = 0\) and \(A(\gamma) = 0\) determine \(E\) and \(k\), respectively, while \(P_0 = kv\) determines the parameter \(u\). In what follows, we will treat \(x = (\xi - 1)w + \xi u\) as an independent parameter, and treat \((\xi, u)\) as a function of \(x\).

We start by solving the orbit equation \(\dot{\gamma} = (\mathbb{J} \nabla F) \circ \gamma\). The \(q\)-component of this equation can be rewritten as

$$\tau^{-1}DQ = (\nabla_2(\xi h + h_x)) \circ \gamma = \xi(\nabla_2 h) \circ \gamma + x.$$  \(\text{(6.12)}\)

The torus average (denoted by \(\mathbb{E}\)) of the right hand side has to vanish, so

$$x = \tilde{x}, \quad \tilde{x} = -\xi \mathbb{E}[(\nabla_2 h) \circ \gamma].$$

(6.13)

The corresponding equation for remaining zero-average part is

$$Q = \tilde{Q}, \quad \tilde{Q} = \tau \xi D^{-1}(1 - \mathbb{E})[(\nabla_2 h) \circ \gamma].$$

(6.14)

Similarly, the \(p\)-component of the orbit equation can be rewritten as \(\tau^{-1}DP = -\xi(\nabla_1 h) \circ \gamma\), or, since both sides of this equation are odd functions of \(q\), as

$$P = \tilde{P}, \quad \tilde{P} = \tau \xi D^{-1}[(\nabla_1 h) \circ \gamma].$$

(6.15)

Next, consider the condition \(A(\gamma) = 0\). By using equation (6.12), we have

$$A(\gamma) = \frac{1}{2\pi} \int_\gamma p \cdot dq = \frac{1}{2\pi} \int_0^{2\pi} (kv + P) \cdot (w + \tau^{-1}DQ) dt$$

$$= k\tau + \frac{1}{2\pi\tau} \int_0^{2\pi} P \cdot DQ dt = k\tau + \frac{\xi}{2\pi} \int_0^{2\pi} P \cdot (\nabla_2 h) \circ \gamma dt.$$
Thus, the condition $A(\gamma) = 0$ is equivalent to

$$k = \tilde{k}, \quad \tilde{k} = -\frac{\xi}{2\pi \tau} \int_0^{2\pi \tau} P \cdot (\nabla_2 h) \circ \gamma \, dt. \quad (6.16)$$

Finally, consider the condition $F \circ \gamma = 0$. By using that

$$F \circ \gamma = 1 + \frac{\xi}{2\pi \tau} \int_0^{2\pi \tau} \left[ h_w + h + h_u \right] \circ \gamma \, dt$$

we obtain the following equation:

$$E = \tilde{E}, \quad \tilde{E} = \frac{\xi}{2\pi \tau} \int_0^{2\pi \tau} (h - P \cdot \nabla_2 h) \circ \gamma \, dt. \quad (6.17)$$

The equations (6.13) ... (6.17) define a fixed point problem for the map $\psi$ that takes $(x, E, k, Q, P)$ to $(\tilde{x}, \tilde{E}, \tilde{k}, \tilde{Q}, \tilde{P})$. For the components $Q$ and $P$, consider the space of $\mathbb{C}^d$-valued analytic functions on the strip $|\operatorname{Im} z| < r$, equipped with the sup-norm, where $r = \rho/(3\tau)$. And on the space of quintuples $q = (x, E, k, Q, P)$, consider as norm the largest component norm. Then it is easy to see that $\psi$ is a contraction near $q = 0$, with $\psi(q) = O(\|q\|_\rho)$. As a result we find that for each Hamiltonian $H$ in some open neighborhood $B(w)$ of $h_w$ in $B_\rho$, the equation $F(q) = q$ has a unique solution near $q = 0$. This solution yields a set of parameters $(\xi, u, E)$, and a $w$-orbit $\gamma$ for the corresponding Hamiltonian $F$, satisfying

$$|\xi - 1|, \ |u|, \ |E|, \ |k|, \ ||Q||_r, \ ||P||_r \leq C\|H - h_w\|_\rho, \quad (6.18)$$

for some constant $C > 0$. Furthermore, all these quantities depend analytically on $H$.

Now define

$$\phi(H) = h_u + E/\xi, \quad (6.19)$$

so that $\xi(H + \phi(H)) = F$. Consider this function $\phi$ on $X \cap B(w)$, where $X$ is the subspace of $B_\rho$ consisting of functions of the form $c h_w + f$, with $f$ having zero Fourier-Taylor coefficients $f_{\nu,\alpha}$ whenever $\nu = 0$ and $|\alpha| \leq 1$. The range of $\phi$ is contained in the $d$-dimensional expanding subspace $W^u$ of $\mathcal{D}R(h_\omega)$. Clearly, $X$ is transversal to $W^u$. Thus, the graph of $\phi$, which we shall denote by $\Sigma(w)$, is transversal to the unstable manifold $W^u$ of $\mathcal{R}$ at the fixed point $h_\omega$.

Denote by $\Sigma'(w)$ the set of Hamiltonians $H$ in the domain of $\mathcal{R}$, with the property that a constant multiple of $H$ has a symmetric $w$-orbit $\gamma$ on the energy surface $H = 0$, satisfying $A(\gamma) = 0$. By construction, $\Sigma(w)$ is a subset of $\Sigma'(w)$. 
6.4. The manifolds \( \Sigma_n \) and orbits \( \gamma_n \)

Now consider the sets \( \Sigma_n(w) = R^{-n}(\Sigma(w)) \). By the \( \lambda \)-lemma [116], these sets are codimension \( d \) manifolds that are transversal to \( W^u \), and that accumulate at \( \mathcal{W}^s \) as indicated by equation (6.10). Here, the assumption is that the given family \( F \) is transversal to the stable manifold \( \mathcal{W}^s \), and close to the unstable manifold. For our families \( \beta \mapsto H^\beta \), the transversality condition is guaranteed by the assumptions on \( K, R, \) and \( B \) in Theorem 6.1.

But in order to get sufficiently close to the family \( F \) parametrizing the unstable manifold, we first have to renormalize \( F : \beta \mapsto H^\beta \) a few times.

An appropriate RG transformation \( \mathcal{R} \) for families is given by

\[
\mathcal{R}(F) = R \circ F \circ Y^{-1}_F, \quad Y_F(\beta) = P \mathcal{R}(F(\beta)),
\]

as described in Subsection 5.5; see also Subsection 7.4. Here, \( P \) denotes the canonical projection onto the \( d \)-dimensional unstable subspace \( W^u \) of \( DR(h, \omega) \), which we identify with the parameter space \( \mathbb{C}^d \). An explicit computation yields

\[
(\mathcal{D} \mathcal{R}(F) f)(\beta) = (I - P) \mathcal{D} \mathcal{R}(F(\beta)) f(\tilde{\beta}), \quad \tilde{\beta} = Y_{F}(\beta).
\]

This shows e.g. that, the largest eigenvalue (in modulus) of \( \mathcal{D} \mathcal{R}(F) \) is the largest contracting eigenvalue of \( DR(h, \omega) \), which is \( \mu \vartheta_1 \vartheta_2^{-2} \). In what follows, we assume that the scaling \( \mu \) has been chosen in such a way that

\[
|\mu \vartheta_1 \vartheta_2^{-2}| < \epsilon < |\lambda_2^{-1}|
\]

Consider now \( F_k = \mathcal{R}^k(F) \), with \( F(\beta) = H^\beta \) and \( H \) satisfying the assumptions of Theorem 6.1. Since \( F_k \to F \) as \( k \to \infty \), the intersection parameters for \( F_k \) satisfy (6.10), if \( k \) is sufficiently large. But then the same holds for \( F \) as well.

The transformation \( \mathcal{R} \) can also be used to obtain the necessary bounds (6.10) on the parameter values \( \beta_n \). More specifically, since \( F_n \to F \), we have

\[
\beta_n = Y_{F_0}^{-1} \circ \ldots \circ Y_{F_{n-1}}^{-1}(b_n), \quad F_n(b_n) \in \Sigma(w),
\]

for some (unique) parameter value \( b_n \), if \( n \) is sufficiently large. Notice that \( Y_{F_*} \) is simply the restriction of \( DR(h, \omega) \) to the unstable subspace \( Y \). Thus, the largest eigenvalue (in modulus) of \( Y_{F_*}^{-1} \) is \( \lambda_2^{-1} \), and (6.10) obviously holds for the family \( F_* \). In order to prove the same for other families like \( \beta \mapsto H^\beta \), one uses that \( F_n - F_* \) and \( Y_{F_n} - Y_{F_*} \) and \( b_n - b_* \) are of the order \( O(\epsilon^n) \), which is small compared to \( |\lambda_2|^{-n} \).

Our next goal is to construct the orbits \( \gamma_n \) described in Theorem 6.1, and to estimate the values \( \gamma_n(0) \). Given any Hamiltonian in the domain of \( \mathcal{R}^n \), the renormalized Hamiltonian \( H_n = \mathcal{R}^n(H) \) is a constant multiple of \( H \circ \mathcal{V}_n(H) \), where

\[
\mathcal{V}_n(H) = V_0 H \circ \ldots \circ V_{n-1}(H), \quad V_k(H) = T^k_{\mu} \circ U_{H_k} \circ T^{-k}_{\mu}.
\]

If \( H \) is sufficiently close to the integrable Hamiltonian \( K \), then \( H_n^{\beta_n} \) lies on the manifold \( \Sigma(w) \), and thus some nonzero constant multiple of \( H_n^{\beta_n} \) has a symmetric \( w \)-orbit \( g_n \). Modulo domain questions, this yields a symmetric \( w_n \)-orbit

\[
G_n = \mathcal{V}_n(H^{\beta_n}) \circ T^*_{\mu} \circ g_n \circ \Theta^{-n}, \quad \Theta(t) = \partial t,
\]
for a constant multiple of \( H_{\beta_n} \). By construction, the size of the domain of the transformations \( \tilde{V}_n(H) \) decreases exponentially with \( n \), but at a rate that is independent of \( \mu \). By comparison, the nonlinear part of \( g_n \) is bounded by a constant times the norm of \( H_{\beta_n}^{-n} - h_\omega \), as was shown in (6.18), and this norm decreases like \( O(\epsilon^n) \). Thus, if \( \mu \) is chosen sufficiently small, then the maps in equation (6.25) can be composed as indicated, yielding the desired orbits \( G_n \).

By using that \( \gamma_n = J_{\beta_n} G_n \) and \( \Gamma = J_{\beta_\infty} \Gamma_{H'} \), we have
\[
\gamma_n(0) - \Gamma(0) = (\beta_n - \beta_\infty) + [G_n(0) - \Gamma_{H'}(0)] .
\] (6.26)
Thus, it suffices to show that the term \([\ldots]\) is small (in modulus) compared to \( \beta_n - \beta_\infty \). To this end, write
\[
|G_n(0) - \Gamma_{H'}(0)| \leq |\tilde{V}_n(H_{\beta_n})(T^n_{\mu}(g_n(0))) - \tilde{V}_n(H_{\beta_n})(0)| + |\tilde{V}_n(H_{\beta_n})(0) - \tilde{V}_n(H')(0)| + |\tilde{V}_n(H')(0) - \Gamma_{H'}(0)| .
\] (6.27)
Since \( g_n(0) = O(\epsilon^n) \), as mentioned earlier, the first term on the right hand side of (6.27) is bounded by \( c(\beta \epsilon)^n \), for some constants \( b, c > 0 \). The third term admits a similar bound, since it describes the convergence of \( \tilde{V}_n(H') \to \Gamma_{H'} \), for \( H' \in W^s \), which is governed by the largest contracting eigenvalue of \( \mathcal{D} \mathcal{R}(h_\omega) \). In order to estimate the second term, we can use the analyticity of \( f \mapsto \tilde{V}_n(f) \), to obtain a bound of the form
\[
|\tilde{V}_n(H_{\beta_n})(0) - \tilde{V}_n(H')(0)| \leq C|\lambda_2|^{-n} \|H - K\|_\rho .
\] (6.28)
The details leading to these estimates can be found in [1]. Putting it all together, we find that (6.9) holds for large \( n \), provided that \( \mu \) is chosen sufficiently small and \( H \) sufficiently close to \( K \). It should be noted that the smallness condition on \( \mu \) only depends on the matrix \( T \).

### 7. Sequences of RG transformations

So far, we have considered only “self-similar” rotation vectors \( \omega \in \mathbb{R}^d \) that are eigenvectors of some integer matrix \( T \) with determinant \( \pm 1 \). Extending renormalization to more general rotation vectors involves using sequences \( \{T_n\} \) of such matrices, coming from a continued fraction expansion for \( \omega \); see also references [73,74,85]. At this point (having kept track of how the bounds on \( \mathcal{R} \) depend on the matrix \( T \)), the main ingredients in this extension are a multidimensional continued fraction expansion, with bounds on the matrices \( T_n \), and a stable manifold theorem that can be applied to sequences of RG transformations. Both will be discussed in this section.

#### 7.1. Diophantine and Brjuno numbers

In the case \( d = 2 \), a self-similar rotation vector is a vectors \( \omega = (u_0, v_0) \) whose winding number \( \alpha_0 = v_0/u_0 \) has a continued fraction expansion (for \( n = 0 \))
\[
\alpha_n = [a_n; a_{n+1}, a_{n+2}, \ldots] = a_n + \frac{1}{a_{n+1} + \frac{1}{a_{n+2} + \ldots}}
\] (7.1)
that is periodic. Here, we have assumed that $\alpha_0 > 0$. The positive integers $a_n$ in the continued fractions expansion of an irrational $\alpha_0 > 0$ are obtained inductively,

$$a_n = \lfloor \alpha_n \rfloor, \quad \alpha_{n+1} = \frac{1}{\alpha_n - a_n}, \quad n = 0, 1, 2, \ldots,$$

(7.2)

where $\alpha \mapsto \lfloor \alpha \rfloor$ is the floor (integer part) function on $\mathbb{R}$. Alternatively, the fractional parts $x_n = \alpha_n - a_n$ can be obtained by iterating $x_{n+1} = G(x_n)$, where $G$ is the Gauss map taking $x$ to the fractional part of $x^{-1}$. The relation (7.2) between $\alpha_n$ and $\alpha_{n+1}$ can also be written in the form

$$\begin{bmatrix} 1 \\ \alpha_{n+1} \end{bmatrix} = \alpha_{n+1} T_n^{-1} \begin{bmatrix} 1 \\ \alpha_n \end{bmatrix}, \quad T_n = \begin{bmatrix} 0 & 1 \\ 1 & a_n \end{bmatrix}. \quad (7.3)$$

Thus, if we start e.g. with $\omega_0 = (1, \alpha_0)$ and define $\omega_{n+1} = \alpha_{n+1} T_n^{-1} \omega_n$ for $n = 0, 1, \ldots$, then $\omega_n = (1, \alpha_n)$.

A renormalization procedure for Hamiltonians on $\mathbb{T}^2 \times \mathbb{R}^2$, that “zooms in” on orbits with rotation number $\alpha_0$, involves a sequence of RG transformations $\mathcal{R}_n$ associated with the sequence of matrices $T_n$,

$$\mathcal{R}_n(H) = H' \circ U_{\nu'}, \quad H'(q, p) = \frac{1}{\eta \mu} H(T_n q, \mu T_n^{-1} p + v). \quad (7.4)$$

The translation parameter $v = v(H)$ has been included here (optionally) in order to allow elimination of the trivial unstable direction associated with $p$-translations. Instead of working near a RG fixed point, one has to consider a sequence of Hamiltonians like

$$K_n(q, p) = \omega_n \cdot p + \frac{m}{2} (\Omega_n \cdot p)^2, \quad n = 0, 1, 2, \ldots$$

(7.5)

with the property that $\mathcal{R}_n(K_n) = K_{n+1}$. Define $\mathcal{R}_n = \mathcal{R}_{n-1} \circ \ldots \circ \mathcal{R}_0$. One of the goals is to show that if $H_0$ is close to $K_0$, then $H_n - K_n$ tends to zero as $n \to \infty$, where $H_n = \mathcal{R}_n(H_0)$. This cannot be expected to work for every irrational rotation number $\alpha_0 > 0$. A technical reason is the following.

Consider e.g. the effect of the step $H \mapsto H(T_n \ast \cdot)$ onto a resonant mode whose Fourier index $\nu$ satisfies $|\omega_n \cdot \nu| \leq \sigma_n \|\nu\|$. The norm of such a mode changes by a factor (using $\rho = 1$)

$$f_n \approx \exp \left( \|T_n^* \nu\| - \|\nu\| \right), \quad (7.6)$$

which we would like to be less than one. Now $\|T_n^* \nu\| \approx \|T_n\| |\omega_n \cdot \nu|$, and in order to get a negative exponent in (7.6), we need $\sigma_n \|T_n\| = \tau_n < 1$. This yields $\|T_n^* \nu\| \lesssim \tau_n \|\nu\|$. Given that $\|T_n^* \nu\| \geq 1$, we have $\|\nu\| \gtrsim \tau_n^{-1}$, and this leads to the bound $f_n \lesssim \exp(-1/\tau_n)$. Next, recall that the elimination procedure $H' \mapsto H' \circ U_{\nu'}$ requires that $\|H'\|$ be bounded in norm by a constant times $\sigma_n$. Taking this as the size of the domain for $\mathcal{R}_n$, we need

$$\sigma_0 f_0 f_1 \cdots f_{n-1} \lesssim \sigma_n, \quad n = 1, 2, \ldots$$

(7.7)
if we wish to have nontrivial Hamiltonians that are infinitely renormalizable. Assume now that we choose $\tau_n$ to be a small positive constant, independent of $n$. Then the factors $f_n$ are bounded by some fixed positive constant as well. By using that $\sigma_n \approx \|T_n\|^{-1} \approx a_n^{-1}$, we see that (7.7) can be guaranteed if the sequence $n \mapsto a_n$ grows no faster than exponential. (This can be improved by choosing $\tau_n \to 0$.) This is satisfied if $\alpha_0$ is Diophantine.

A nonzero vector $\omega \in \mathbb{R}^d$ is Diophantine of class $\beta > 0$, if there exists a constant $C > 0$ such that

$$|\omega \cdot \nu| \geq C\|\nu\|^{1-d-\beta}, \quad \nu \in \mathbb{Z} \setminus \{0\}. \quad (7.8)$$

This set of vectors will be denoted by $\text{DC}(\beta)$. It is well known that $\text{DC}(\beta)$ has full Lebesgue measure in $\mathbb{R}^d$; see e.g. [11].

A renormalization group analysis of the type described above was carried out in [83]. It is shown that if $\omega_0$ is Diophantine, with $\beta < \sqrt{2} - 1$, then $H_n - K_n \to 0$ in a space of analytic Hamiltonians, provided that $H_0$ is sufficiently close to $K_0$. Furthermore, $H_0$ has an analytic invariant torus with frequency vector parallel to $\omega_0$.

A larger class of irrational numbers is the set of Brjuno numbers. $\alpha_0$ is called a Brjuno number if the denominators $q_n$ in the rational approximants $p_n/q_n = [a_0; a_1, \ldots, a_n]$ of $\alpha_0$ satisfy $\sum q_n^{-1} \ln(q_{n+1}) < \infty$. These frequencies were used in an RG analysis of near-constant torus flows [98] and skew flows [99]. For flows on $\mathbb{T}^2$ and some other single frequency problems, it is known that the set of Brjuno numbers is exactly the set of frequencies for which one can guarantee linearization.

### 7.2. Multidimensional continued fractions

Here we give a brief description of a multidimensional continued fractions expansion by Khanin, Lopes Dias, and Marklov [72], which is based on the work in [91,75] on geodesic flows on homogeneous spaces.

Consider the one-parameter subgroup of $G = \text{SL}(d, \mathbb{R})$, generated by the matrices

$$E^t = \text{diag}(e^{-t}, \ldots, e^{-t}, e^{(d-1)t}), \quad t \in \mathbb{R}, \quad (7.9)$$

Let $F$ be a fundamental domain for the left action of $\Gamma = \text{SL}(d, \mathbb{Z})$ on $G$. Then for every matrix $W_0 \in G$, and for every time $t \in \mathbb{R}$, there exists a unique matrix $P(t) \in \Gamma$ such that

$$W(t) = P(t)W_0E^t$$

belongs to $F$. A useful invariant under the left action of $\Gamma$ on $G$ is

$$\delta(W) = \inf_{0 \neq \nu \in \mathbb{Z}^d} \|\nu^*W\|. \quad (7.10)$$

Now consider a special choice of $W_0$. Let $\omega = (w, 1)$ be a fixed but arbitrary vector in $\text{DC}(\beta)$, and define $W_0$ to be the matrix obtained from the $d \times d$ identity matrix by replacing its last column vector by $\omega$,

$$W_0 = \begin{bmatrix} 1 & w \\ 0 & 1 \end{bmatrix}. \quad (7.11)$$
In what follows, we assume that the fundamental domain $F$ has been chosen in such a way that it contains $W_0$. The Diophantine property of $\omega$ can be used to prove the following bound

$$\delta(W_0 E^t) \geq c_0 e^{-\theta t}, \quad t \geq 0,$$

(7.12)

where $\theta = \beta/(d + \beta)$. This is one of the main ingredients in the proof of

**Theorem 7.1.** [72] There exist constants $c_1$ and $c_2$, depending only on the Diophantine constants $\beta, C$, and on the norm of $\omega$, such that for all $t > 0$,

$$\|W(t)\| \leq c_1 \exp\{(d - 1)\theta t\},$$

$$\|W(t)^{-1}\| \leq c_2 \exp\{\theta t\},$$

(7.13)

The information that $W = W(t)$ belongs to $F$ is used as follows. Consider the Iwasawa decomposition of $W = U A K$ of $W$, where $U$ is an upper triangular matrix with diagonal entries 1, $A = \text{diag}(a_1, a_2, \ldots, a_d)$, and $K \in \text{SO}(d)$. It is possible to associate with the fundamental domain $F$ a “Siegel set” $S$ containing $F$ and being contained in a finite number of $\Gamma$-translates of $F$, which can be characterized by some simple conditions on the matrices $U, A, K$. More specifically, $U$ belongs to a compact fundamental domain for the left action of $\Gamma$ on the group of upper triangular matrices with diagonal entries 1, and $0 < a_j \leq 2 \cdot 3^{-1/2} a_{j-1}$ for $j > 1$.

The crucial step is to prove that $|a_d|$ is bounded from above and below by a constant times $\delta(W)$. Since the norms of $W$ and $W^{-1}$ are of the order of $|a_1| = |a_2 \cdots a_d|^{-1} \approx |a_d|^{-(d-1)}$ and $|a_d|^{-1}$, respectively, the estimates in Theorem 7.1 now follow from (7.12).

To any “cutting sequence” of times $0 = t_0 < t_1 < t_2 < \ldots$, we associate the sequences of matrices $W_n = W(t_n)$ and $P_n = P(t_n)$. In addition, define $\omega_0 = \omega$ and

$$T_n = P_{n-1} P_n^{-1}, \quad \lambda_n = \|P_n \omega_0\|, \quad \omega_n = \lambda_n^{-1} P_n \omega_0,$$

(7.14)

for $n = 1, 2, \ldots$.

Let $t_n = t_n - t_{n-1}$. The following is a straightforward consequence of Theorem 7.1.

**Corollary 7.2.** [72] There are constants $c_3, \ldots, c_6 > 0$, depending only on the Diophantine constants $\beta, C$, and on the norm of $\omega$, such that for all $n > 0$,

$$\|P_n\| \leq c_4 \exp\{(d \theta + 1 - \theta)t_n\},$$

$$\|P_n^{-1}\| \leq c_3 \exp\{(d - 1 + \theta)t_n\},$$

$$\|T_n\| \leq c_5 \exp\{(d - 1)(1 - \theta)t_n + d \theta t_n\},$$

$$\|T_n^{-1}\| \leq c_6 \exp\{(1 - \theta)t_n + d \theta t_n\}.$$

(7.15)

An important aspect for renormalization is that the matrices $T_n$ are hyperbolic whenever $t_n \to \infty$ sufficiently fast, as the following lemma implies.

**Lemma 7.3.** [72] For all $n > 0$, and for all unit vectors $\xi$ that are perpendicular to $\omega_{n-1}$,

$$\|T_n \xi\| \leq c_1 c_2 \exp\{-(1 - \theta)t_n + d \theta t_{n-1}\}.$$

(7.16)
Proof. By definition,

\[ T_n^* \xi = (P_n^{-1})^* P_{n-1}^* \xi = (W_n^{-1})^* E_{t_n} W_0^* P_{n-1}^* \xi = (W_n^{-1})^* E_{t_n} [E_{t_n} W_0^* P_{n-1}^*] \xi. \]  

(7.17)

If \( \xi \) is perpendicular to \( \omega_{n-1} \) then \( P_{n-1}^* \xi \) is perpendicular to \( \omega_0 \), and since the last row of \( W_0^* \) is \( \omega_0 \), the last component of \([\ldots] \xi \) is zero. Thus, \([\ldots] \xi \) is an eigenvector of \( E_{t_n} \) with eigenvalue \( e^{-t_n} \). Since \([\ldots] = W_{n-1}^* \), we have

\[ T_n^* \xi = e^{-t_n} (W_n^{-1})^* W_{n-1}^* \xi. \]  

(7.18)

The estimate (7.16) now follows from Theorem 7.1. QED

A typical choice for the cutting sequence is \( t_n = c(1 + \alpha)^n \), with \( c, \alpha > 0 \) chosen in such a way that the exponential factor in (7.16) is very small; see e.g. Subsection 8.2.

7.3. Composing different RG transformations

With each of the vectors \( \omega_{n-1} \) and matrices \( T_n \), we can now associate a RG transformation \( \mathcal{R}_n \) for vector fields on \( \mathbb{T}^d \times \mathbb{R}^\ell \),

\[ \mathcal{R}_n(X) = \eta_n^{-1} T_n^* U^*_X X. \]  

(7.19)

Here, \( \eta_n \) is a time re-normalization factor, that can either be fixed (at the cost of introducing irrelevant expanding directions) or determined by a normalization condition on \( \mathcal{R}(X) \). For simplicity, we will choose \( \eta_n = \lambda_n^{-1} \lambda_n \), independently of the vector field \( X \). The trivial RG orbit is given by the constant vector fields \( Z_k = (\omega_k, 0) \), which satisfy \( Z_n = \mathcal{R}_n(Z_{n-1}) \) for all \( n > 0 \).

The first task is to show that these RG transformations can be composed properly. To be more precise, denote by \( D_n \) the domain of \( \mathcal{R}_n \).

Definition 7.4. Let \( B_0 \subset D_0 \) be a fixed open neighborhood of \( Z_0 \), and set \( \mathcal{R}_1 = \mathcal{R}_2 \). For \( n = 1, 2, \ldots \), define \( B_n \) to be the set of vector fields \( X \in B_{n-1} \) such that \( X_n = \mathcal{R}_n(X) \) belongs to \( D_n \), and set \( \mathcal{R}_{n+1}(X) = \mathcal{R}_{n+1}(X_n) \). Then we define the stable manifold for the sequence \( \{ \mathcal{R}_n \} \) to be the set \( \mathcal{W} = \bigcap_{n=0}^\infty B_n \).

In the next subsection, we will describe the construction of such a stable manifold, in a relatively general setting. The hypotheses can be verified for the action of \( \{ \mathcal{R}_n \} \) on general vector fields on \( \mathbb{T}^d \times \mathbb{R}^\ell \). We only give a rough description/motivation here and refer to [80] for details. Skew flows will be covered more thoroughly in Section 8.

In order to determine the relative sizes of different quantities, it is convenient to split \( \mathcal{R}_n \) into a linear part \( \mathcal{L}_n \) and a nonlinear part \( \mathcal{N}_n \),

\[ \mathcal{L}_n X = \eta_n^{-1} T_{\mu_n}^* \pi_+^+ X, \quad \mathcal{N}_n(X) = \eta_n^{-1} T_n^* (U^*_X - \pi_+^+) X. \]  

(7.20)
Denote by $E$ the torus averaging operator. We expect $(I - E)X_n$ to decrease very rapidly as a function of $n$. As a result, terms involving $N_n$ or $(I - E)L_n$ should be extremely small for large $n$. So the hyperbolicity properties of $\tilde{R}_n$ should be determined essentially by

$$\mathbb{E}L_n L_{n-1} \cdots L_1 = \lambda_n^{-1} T_n^* T_{n-1}^* \cdots T_1 E.$$  

Furthermore, we expect $\lambda_n^{-1}$ to be a negligible factor in the discussion of these properties.

Recall that $T_n(q, p) = (T_n q, \mu_n S_n p)$, where $S_n$ is either the transposed inverse of $T_n$ (if $\ell = d$, and if the class of Hamiltonian vector fields is to be invariant under renormalization) or the identity matrix. Other choices are possible as well, but they seem less natural. For the scaling $\mu_n$ there is no natural choice either, unless we wish to impose a nondegeneracy condition on $X_0$ and to preserve it under renormalization. In [80] we take $\mu_n \to 0$ at a rate $\|T_n\|^{-\gamma}$, with $\gamma$ sufficiently large (depending on the Diophantine constants for $\omega_0$). As a result, if $X = (X', X'')$ with $X'(q, p) = O(|p|)$ and $X''(q, p) = O(|p|^2)$, then $X$ is strongly contracted by the operator (7.21). This can be seen from the fact that

$$T_n^* X = (T_n^{-1} X' \circ T, \mu_n^{-1} S_n^{-1} X'' \circ T).$$  

The complementary subspace is spanned by vector fields of the form $X(q, p) = (u, v + My)$, with $u$ a vector in $\mathbb{R}^d$, $v$ a vector in $\mathbb{R}^\ell$, and $M$ a $\ell \times \ell$ matrix. The canonical projection onto this “unstable” subspace will be denoted by $P$.

Although the nonlinearity $N_n$ contributes very little, it determines the domain of the RG transformation $\mathcal{R}_n$ . Assume for simplicity that this domain $D_n$ is a ball of radius $\rho_n$, centered at $Z_{n-1}$. Consider the rescaled RG transformations $R_n = \mathcal{V}_n^{-1} \circ \mathcal{R}_n \circ \mathcal{V}_{n-1}$, where $\mathcal{V}_k (X) = Z_k + \rho_k X$. The following summarizes the expected properties of the RG transformations $\mathcal{R}_n$ , in a way that relates to the assumptions made in the next subsection, where $\theta_n$ replaces “very small” and $\varepsilon_n$ replaces “tiny”.

- $R_n \circ P$ is linear, and its restriction $L_n$ to the range of $P$ has a small inverse.
- $P_n R_n - R_n P = PN_n$, and $N_n (x)$ is tiny compared to $(I - E)x$.
- $(I - P) L_n = L_n (I - P)$ is very small, so $(I - P) R_n (x)$ is very small compared to $(I - P)x$.
- $(I - E_n) L_n = L_n (I - E_{n-1})$ is tiny, so $(I - E_n) R_n (x)$ is tiny compared to $(I - E)x$.

7.4. An invariant manifold theorem

In this subsection, we describe an invariant manifold theorem for sequences of maps of the type encountered in renormalization. The existence of such a manifold makes the given sequence of maps for many purposes similar to a single dynamical system. In particular, the construction of invariant tori with general Diophantine rotation vectors is essentially the same as the construction described in Section 5 for self-similar rotation vectors; see also the comments at the end of this subsection.

For every integer $n \geq 0$ let $X_n$ be a complex Banach space, and let $E_n$, $P_n$ be continuous linear projections on $X_n$, satisfying $P_n E_n = E_n P_n = P_n$ and $\|E_n\| = \|I - E_n\| = 1$. For each $n > 0$, let $R_n$ be a bounded analytic map, from an open neighborhood $D_{n-1}$ of the origin in $X_{n-1}$, to $X_n$, with the following properties: $R_n P_{n-1}$ is linear, and the
restriction \( L_n \) of this linear operator to \( \mathbb{P}_{n-1} X_{n-1} \) is invertible. Furthermore, there exist real numbers \( \vartheta_n \leq \vartheta < 1 \) and \( \varepsilon_n \leq \varepsilon = (1 - \vartheta)/4 \), such that for all \( x \in D_{n-1} \),

\[
\begin{align*}
\|(I - \mathbb{E}_n)R_n(x)\| &\leq \varepsilon_n\|(I - \mathbb{E}_{n-1})x\|, \\
\|(I - \mathbb{P}_n)R_n(x)\| &\leq \vartheta_n\|(I - \mathbb{P}_{n-1})x\|, \\
\|P_n R_n(x) - L_n P_{n-1} x\| &\leq \varepsilon\|(I - \mathbb{E}_{n-1})x\|, \\
\|L_n^{-1}\| &\leq \vartheta.
\end{align*}
\]

(7.23)

Consider now the composed maps \( \tilde{R}_n = R_n \circ R_{n-1} \circ \ldots \circ R_1 \). The domain of \( \tilde{R}_1 \) is taken to be \( \tilde{D}_0 = D_0 \), and for \( n = 1, 2, \ldots \), the domain \( \tilde{D}_n \) of \( \tilde{R}_{n+1} \) is defined inductively as the subset of \( \tilde{D}_{n-1} \) that is mapped into \( D_n \) by \( \tilde{R}_n \).

We will assume that the domain \( D_{n-1} \) of \( R_n \) is given by conditions

\[
\|P_{n-1} x\| < 1, \quad \|(I - P_{n-1})x\| < 1, \quad \|(I - E_{n-1})x\| < \delta_{n-1},
\]

(7.24)

where \( \{\delta_k\} \) is a sequence of positive real numbers, such that \( \delta_k \geq \varepsilon_k \delta_{k-1} \) for all \( k > 0 \).

**Theorem 7.5.** [80] Let \( R_1, R_2, \ldots \) be a sequence of maps with the properties described above. Then \( W_0 = \bigcap_{n=0}^{\infty} \tilde{D}_n \) is the graph of an analytic function \( W_0 : (I - P_0) D_0 \to P_0 D_0 \), satisfying \( W_0(0) = 0 \). For every \( x \in W_0 \),

\[
\|\tilde{R}_n(x)\| \leq [\vartheta^{(n)} + \varepsilon^{(n)}]\|(I - P_0)x\|,
\]

\[
\|(I - E_n)\tilde{R}_n(x)\| \leq \varepsilon^{(n)}\|(I - E_0)x\|,
\]

(7.25)

where \( \vartheta^{(n)} = \vartheta_1 \vartheta_2 \cdots \vartheta_n \) and \( \varepsilon^{(n)} = \varepsilon_1 \varepsilon_2 \cdots \varepsilon_n \). Furthermore, if the third condition in (7.23) is strengthened to

\[
\|P_n R_n(x) - L_n P_{n-1} x\| \leq \varphi_n\|(I - E_{n-1})x\|^2,
\]

(7.26)

with \( \varphi_n \delta_{n-1} \leq \varepsilon \), then \( DW_0(0) = 0 \), and

\[
\|\tilde{P}_n \tilde{R}_n(x)\| \leq [\vartheta^{(n)}]^2\|(I - P_0)x\|^2.
\]

(7.27)

The proof of this theorem follows the traditional graph transform method: For each \( n \geq 0 \) we consider a space \( F_n \) of analytic families \( F : b_n \to X_n \), where \( b_n \) denotes the open unit ball in \( \mathbb{P}_n X_n \). Then for \( n > 0 \) and \( F \in F_{n-1} \), define

\[
\mathfrak{N}_n(F) = R_n \circ F \circ Y_n^{-1}, \quad Y_n,F = \mathbb{P}_n(R_n \circ F).
\]

(7.28)

By construction, \( \mathbb{P}_n \mathfrak{N}_n(F) = I_n \), where \( I_n \) is the inclusion map of \( b_n \) into \( X_n \). Furthermore, \( \mathfrak{N}_n(I_{n-1}) = I_n \), by the second condition in (7.23).

If \( F_0 \) is any family in the domain of \( \mathfrak{N}_1 \), define \( Y_n = Y_{n,F_{n-1}} \) and \( F_n = \mathfrak{N}_n(F_{n-1}) \), for \( n = 1, 2, \ldots \). It can be shown that the orbit \( \{F_n\} \) approaches \( \{I_n\} \) at a rate \( \vartheta^{(n)} \) or
faster, for any $F_0$ in the domain of $\mathcal{R}_1$. The re-parametrization maps $Y_n$ approach $L_n$ at the same rate, which allows us to define

$$z_n = z_n(F_0) = \lim_{m \to \infty} (Y_{n+1}^{-1} \circ Y_{n+2}^{-1} \circ \ldots \circ Y_m^{-1})(0). \quad (7.29)$$

Notice that $R_n(F_{n-1}(z_{n-1})) = F_n(z_n)$ for all $n > 0$, and in particular, $F_0(z_0)$ is infinitely renormalizable. The function $W_0$ described in Theorem 7.5 is now defined by setting $W_0(x) = z_0(s \mapsto x + s)$ for every $x \in (I - \mathbb{P}_0)D_0$.

![Diagram](image.png)

**Fig. 11.** The reparametrization maps $Y_n$

More details, and an application of this theorem to the construction of invariant $d$-tori for analytic flows on $\mathbb{T}^d \times \mathbb{R}^\ell$ can be found in [80]. Following the construction described in Subsection 5.2, every vector field $X$ on the local "stable" manifold $\mathcal{W}$ at $Z_0$ can be shown to have a analytic invariant torus with frequency vector $\omega_0$ (assumed to be Diophantine). This translates immediately into a result for $m$-parameter families, where $m$ is the codimension of $\mathcal{W}$. If the vector fields are restricted to an invariant subclass, such as the ones described in Subsection 2.4, then the number of required parameter reduces to the number of unstable directions in this subclass. Notice that a trivial reduction by 1 can always be achieved via a time scaling $X \mapsto \tau X$. A further reduction is possible (via translations or scaling in $\mathbb{R}^\ell$) if the analysis is restricted to vector fields satisfying a nondegeneracy assumption. In the Hamiltonian case, the number of necessary parameters can be reduced to zero in this way, as was explained in Subsection 5.1.
8. Reduction of skew flows

Here we apply the framework developed in Section 7 to a concrete case: the reducibility problem for near-linear skew flows. In addition, we will describe a way of dealing with vector fields near \((\omega, A)\), with \(A\) constant but not necessarily equal to zero. The analysis of the case \(\text{SL}(2, \mathbb{R})\) also involves a reduction of the number of unstable directions that is not of the type mentioned above. The work described in this section is from reference [81].

8.1. A general result

The first result describes a general class of vector fields \(X = (\omega, f .)\) that are reducible to the trivial vector field \((\omega, 0)\). See Subsections 2.5 and 3.1 for a definition of reducibility, and for notation.

In what follows, the constants \(\beta\) and \(C\) in the Diophantine condition (7.8) are considered fixed. Define

\[
\gamma_0(\beta) = (d + \beta) \left[ 1 + 2\beta + 2\sqrt{\beta[1 + \beta - 1/(d + \beta)]} \right] - 1. \tag{8.1}
\]

Theorem 8.1. [81] Given \(\gamma \geq \gamma_2 > \gamma_0(\beta)\), there exists an open neighborhood \(B\) of the origin in \(\mathcal{F}_\gamma\), and for each Diophantine unit vector \(\omega\) satisfying (7.8) a manifold \(W\) in \(B\), such that the following holds. \(W\) is the graph of an analytic map \(W : (I - E)B \to EB\), which vanishes together with its derivative at the origin, and which takes values in \(A_\gamma\) when restricted to \(A_\gamma\). Every function \(f\) on \(W\) is reducible to zero. The corresponding change of coordinates \(V\) belongs to \(\mathcal{F}_\varepsilon\) and depends analytically on \(f\), where \(\varepsilon = \gamma - \gamma_2\). If in addition, \(f\in A_\gamma\), then \(V\) belongs to \(G_\varepsilon\), and if \(f\) is the restriction to \(T_d\) of an analytic function, then so is \(V\).

Here, a function \(\psi\) defined on \(W\) is said to be analytic if \(\psi \circ W\) is analytic on the domain of \(W\).

This theorem can also be applied to vector fields \(Y = (w, g .)\), with \(g\) is close to a constant matrix \(A\), but not necessarily small. Assume that \(A\in \mathfrak{A}\) admits a spectral decomposition \(A = \kappa \cdot J = \kappa_1J_1 + \ldots + \kappa_\ell J_\ell\), where the \(J_j\) are linearly independent mutually commuting matrices in \(\mathfrak{A}\), with the property that \(t \mapsto \exp(tJ_j)\) has fundamental period \(2\pi\). The vector \(\kappa \in \mathbb{R}^\ell\) will be referred to as the frequency vector of \(A\).

In order to see how Theorem 8.1 can be applied to \(g \approx A\), we start with a skew system \(Y = (w, g .)\) on \(T^m \times \mathfrak{G}\), and then take \(d = m + \ell\). Consider the associated function

\[f(q) = e^{-r \cdot J}g(x)e^{r \cdot J} - \kappa \cdot J, \quad q = (x, r) \in T^m \times T^\ell. \tag{8.2}\]

Notice that \(f \approx 0\). If \(Y\) is regarded as a vector field on \(\mathcal{M}\) by identifying \(w\) and \(x\) with \((w, 0)\) and \((x, 0)\), respectively, then the above relation between \(g\) and \(f\) can be written as

\[f = \Theta^*g, \quad \Theta(q, y) = (q, e^{r \cdot J}y). \tag{8.3}\]

If \(\omega = (w, \kappa)\) is Diophantine of type (7.8) and \(g\) belongs to the manifold \(\Theta_\varepsilon W\), then the flow for \(X = (\omega, f .)\) can be trivialized with a change of coordinates \(V\), as described in
Theorem 8.1. The same now holds for \( g \). However, the corresponding change of variables \( V_g(q) = V(q)e^{-r \cdot J} \) is not of the desired form, since it still depends on the coordinates \( r_j \). But as we will show later,

\[
\Psi_t^V(x) = V_g(x + t\omega)^{-1}V_g(x) = V(x + tw)^{-1}e^{tC}V(x),
\]

for some matrix \( C \in A \) with frequency vector \( \kappa \), provided that \( V \) is differentiable. What remains to be shown, in specific cases, is that the space of functions of the type (8.2) has a reasonable intersection with the manifold \( W \).

This procedure can be characterized as transforming some (quasi)periodic motion on \( G \) into motion on an extended torus. This makes it possible to treat all frequencies of the system in a unified way. In the case \( G = \text{SL}(2, \mathbb{R}) \), which will be discussed in Subsection 8.4, it also has the advantage that the analysis of near-constant skew flows \( Y = (\omega, g, \ldots) \) can be reduced to a purely local analysis near \( f \equiv 0 \).

8.2. The stable manifold

With each of the vectors \( \omega_{n-1} \) and matrices \( T_n \) obtained in Subsection 7.2, we can associate a RG transformation for skew flows: \( \mathcal{N}_n(f) = \eta_n^{-1}T_n^*U_t^*f \), where \( \eta_n = \lambda_{n-1}^{-1}\lambda_n \). Let us reformulate Theorem 3.3 for each of these RG transformations. The condition (3.4) reads

\[
2\sigma_n \| T_n \| < \tau_n, \quad \| T_n^*\xi \| \leq \frac{\tau_n}{2} \| \xi \|, \quad \xi \in \omega_{n-1},
\]

and Theorem 3.3 becomes

**Theorem 8.2.** Assume that \( \sigma_n \) and \( \tau_n \) satisfy (8.5). Let \( f = C + h \), with \( C \) constant and \( \mathbb{E}h = 0 \). If \( \| C \| < \sigma_n/6 \) and \( \| h \| < 2^{-9}\sigma_n \), then

\[
\mathcal{N}_n(f) = \eta_n^{-1}[C + \tilde{h}], \quad \| \tilde{h} \| \leq \frac{3}{2} \tau_n \| h \|, \quad \| \mathbb{E}\tilde{h} \| \leq 2^4\sigma_n^{-1}\tau_n \| h \|^2.
\]

\( \mathcal{N}_n \) is analytic on the region determined by the given bounds on \( C \) and \( h \).

The goal now is to compose these RG transformations. The domain \( B_n \) of \( \mathcal{N}_n \) is defined to be the ball of radius \( 2^{-9}\sigma_n \) in \( A \), centered at zero. Ignoring the constant component \( C \) of \( f \), the range of \( \mathcal{N}_n \) is by a factor \( < 2\eta_n^{-1}\tau_n \) smaller than its domain. By multiplying up these factors, we get the following condition for the composability of the transformations \( \mathcal{N}_n \).

\[
\lambda_{n-1}^{-1} \prod_{j=1}^{n} (4\tau_j^\gamma_1) \cdot \sigma_1 \leq \sigma_{n+1}.
\]

**Lemma 8.3.** Given \( \gamma_1 > \gamma_0(\beta) \), there exist two sequences \( n \mapsto \sigma_n \) and \( n \mapsto \tau_n \) of positive real numbers less than one, both converging to zero, such that the following holds. If \( \omega_0 \) is a unit vector in \( \mathbb{R}^n \) satisfying the Diophantine condition (7.8), then there exists a sequence
\[ n \mapsto P_n \] of unimodular integer matrices, such that with \( T_n \) and \( \lambda_n \) as defined in (7.14), the conditions (8.5) and (8.7) hold for \( n = 1, 2, \ldots \).

It is straightforward to verify these estimates by using the results of [72] described in Subsection 7.2, with a cutting sequence of the form \( t_n = c(1 + \alpha)^n \), and with the choice

\[
\sigma_n = \sigma_0 e^{-dt_n}, \quad \tau_n = \tau_0 \exp\{-[(d - 1)\theta + 1]t_n^\prime + d\theta t_n\}, \quad (8.8)
\]

For the factor \( \lambda_n^{-1} \) in (8.7), it suffices to use the trivial bound \( \lambda_n^{-1} \leq \|P^{-1}_n\| \).

Consider now the composed RG transformations \( \tilde{N}_n = N_n \circ \ldots \circ N_1 \), with domains defined as usual. Let \( r_0 = 2^{-11}\sigma_1 \). By Theorem 8.2 and Lemma 8.3, the question whether the function \( f_{n-1} = \tilde{N}_{n-1}(f_0) \) belongs to the domain of \( \tilde{N}_n \) only depends on its average \( \langle f_{n-1} \rangle \). To be more precise, given an open set \( B \subset B_1 \) containing zero, define \( \tilde{B}_0 = B \) and

\[
\tilde{B}_n = \{ f \in \tilde{B}_{n-1} : \| \langle f_{n-1} \rangle \| < r_{n-1} \}, \quad r_n = \lambda_n^{-1} 4^{-n} \pi n^\gamma r_0,
\]

for \( n = 1, 2, \ldots \). Then \( \tilde{B}_n \) is contained in the domain of \( \tilde{N}_n \).

**Theorem 8.4.** [81] If \( \gamma > \gamma_1 \) then there exists a non-empty open neighborhood \( B \) of the origin in \( \mathcal{F} \), such that \( \mathcal{W} = \bigcap_{n=0}^{\infty} \tilde{B}_n \) is the graph of an analytic function \( W : (\Pi - \mathbb{E})B \to \mathbb{E}B \). Both \( W \) and its derivative vanish at the origin.

This is now essentially a corollary of Theorem 7.5, if we set \( R_n(f) = r_n^{-1} N_n(r_{n-1}f) \). The projections used are are simply \( \mathbb{P}_n = \mathbb{E}_n = \mathbb{E} \), and the parameters are \( \varepsilon_n = \theta_n = \tau_n^{\gamma - \gamma_1} \) and \( \delta_n = 2^{-n} \).

### 8.3. Conjugacy to a linear flow

In this subsection we outline a proof for the remaining parts of Theorem 8.1 concerning the reducibility of vector fields on the manifold \( \mathcal{W} \).

Consider \( f_0 \in \mathcal{W} \), and let \( f_n = \tilde{N}_n(f_0) \). In order to simplify notation, the transformation \( \mathcal{U}_{f_n} \) (defined in Subsection 3.2) and the flow \( \Psi_{(\omega_n, f_n)} \) will be denoted by \( U_n \) and \( \Psi_n \), respectively. For \( m > n \geq 0 \), define

\[
V_{m, n}(q) = U_{m-1}(T_{m-1}^{-1} \cdots T_{n+1}^{-1} q) \cdots U_{n+1}(T_{n+1}^{-1} q) U_n(q). \quad (8.9)
\]

Then the flows for \( f_m \) and \( f_n \) are related by the equation

\[
\Psi_n^t(q) = V_{m, n}(q + t\omega_n)^{-1} \Psi_{m \cdots n+1}^t (T_{m-1}^{-1} \cdots T_{n+1}^{-1} q) V_{m, n}(q). \quad (8.10)
\]

We would like to show that the three terms on the right hand side of this equation each have limits as \( m \to \infty \), with the \( \Psi \) term in the middle converging to the identity. This would yield the desired conjugacy. Due to the matrices \( T_n^{-1} \) involved, these limits will have to be considered in \( \mathcal{G}_0 \), using that \( \|f \circ T_n^{-1}\|_0 = \|f\|_0 \leq \|f\|_\gamma \).

The time \( t \) map \( \Psi_X^t \) associated with a vector field \( X = (\omega, f) \) can be estimated as usual by applying the contraction mapping principle to the corresponding integral equation, and
then using the group property. The resulting bound is \( \| \Psi^t_{x} - I \|_{\gamma} \leq e^{\|t f\|_{\gamma}} - 1 \). And for changes of variables, we can use the bound

\[
\| \mathcal{U}_f - I \|_{\gamma} \leq \exp(3 \sigma^{-1} \| (I - \mathbb{E}) f \|_{\gamma}) - 1 ,
\]

(8.11)

which is obtained from the results in Subsection 3.2 and holds for \( f \) in the domain of \( \mathcal{N} \).

These estimates can now be combined with the bound

\[
\sigma^{-1}_{n+1} \| f_n \|_{\gamma} \leq 2^{-n} \pi_n^{\gamma - \gamma_1} \sigma^{-1}_1 \| f_0 \|_{\gamma} ,
\]

(8.12)

obtained from Theorem 8.2 and Lemma 8.3, to prove the following

**Lemma 8.5.** If \( f_0 \in \mathcal{W} \), then the limit \( V_n = \lim_{m \to \infty} V_{m,n} \) exist in \( \mathcal{G}_0 \) and satisfies

\[
\| V_n - I \|_0 \leq 2^{4-n} \pi_n^{\gamma - \gamma_1} \sigma^{-1}_1 \| f_0 \|_{\gamma} .
\]

(8.13)

Furthermore, the maps \( f_0 \mapsto V_n \) are analytic, and

\[
\Psi^t_{n}(q) = V_n(q + t \omega_n)^{-1} V_n(q) , \quad t \in \mathbb{R} .
\]

(8.14)

This lemma will now be applied for \( \gamma = \gamma_2 \), with \( \gamma_2 > \gamma_1 \) fixed. If \( f \) has some excess regularity, that is, if \( f \) belongs to \( \mathcal{A}_\gamma \) with \( \gamma > \gamma_2 \), then this excess regularity is inherited by \( V_0 \). The mechanism is analogous to the one described in Subsection 5.1. To be more specific, consider the torus translations \( (J_p f)(q) = f(q + p) \). It is straightforward to check that the manifold \( \mathcal{W} \) is invariant under \( J_p \), and that the map \( f_0 \mapsto V_0 \) commutes with \( J_p \).

Denote by \( \mathcal{H} \) the map that associates to each \( f \) in the domain of \( W \) via \( f_0 = f + W(f) \) the value \( V_0(0) \). Then

\[
V_0(p) = \mathcal{H}(J_p f) , \quad p \in \mathbb{T}^d .
\]

(8.15)

Given that \( \mathcal{H} \) is analytic, this identity links the regularity of \( V_0 \) to the regularity of \( p \mapsto J_p f \) as a family in \( \mathcal{F}_{\gamma_2} \). More precisely, we have

**Lemma 8.6.** Let \( \gamma \geq \gamma_2 \geq \gamma_1 \) and \( \varepsilon = \gamma - \gamma_2 \). If \( f_0 \in \mathcal{W} \) then the function \( V_0 \) described in Lemma 8.5 belongs to \( \mathcal{G}_\varepsilon \) and has a directional derivative \( D_{\omega_0} V_0 \) in \( \mathcal{F}_\varepsilon \). As elements of \( \mathcal{F}_\varepsilon \), both \( V_0 \) and \( D_{\omega_0} V_0 \) depend analytically on \( f_0 \). Furthermore, if \( f_0 \) is the restriction to \( \mathbb{T}^d \) of an analytic function, then so is \( V_0 \).

Lemma 8.5 and Lemma 8.6 imply the statements in Theorem 8.1 concerning the reducibility of functions \( f \in \mathcal{W} \) and the regularity of the corresponding change of coordinates. The fact that \( V \) takes values in \( \mathfrak{G} \) (if \( \mathfrak{G} \) is a proper Lie subgroup of \( \text{GL}(n, \mathbb{C}) \), or a Lie subgroup of \( \text{GL}(n, \mathbb{R}) \)) whenever \( f \) takes values in the corresponding algebra \( \mathfrak{A} \), follows by construction; see also the remark at the end of Subsection 3.2.

As was described in Subsection 8.1, Theorem 8.1 can also be applied to vector fields \( Y = (w, g) \), with \( g \) close to a nonzero constant matrix \( A = \kappa \cdot J \). However, a direct application reduces \( Y \) as a skew system over \( \mathbb{T}^d \) instead of \( \mathbb{T}^m \), which involves extra frequencies. The following result shows that these frequencies can be factored out.
Lemma 8.7. Let \( \gamma \geq \gamma_2 + 1 \) with \( \gamma_2 > \gamma_1 \). Assume that \( f \in \mathcal{A}_\gamma \) is of the form (8.2) and belongs to \( \mathcal{W} \). Let \( V = V_0 \), corresponding to \( f_0 = f \). Then the flow for \( Y = (w, g) \) is given by equation (8.4), for some \( C \in \mathfrak{A} \). The corresponding map \( f \mapsto C \) is analytic.

Proof. The first equality in (8.4) follows from Lemma 8.5 and the definition (8.3). Let \( C \) given by equation (8.4), for some \( t \in \mathcal{T} \). Let \( \mathcal{W} \) and since \( \mathcal{V} \in \mathcal{G}_1 \) by Lemma 8.6, the function \( h \) belongs to \( \mathcal{A}_0 \).

Consider now an arbitrary sequence \( \{ t_j \} \) such that \( t_j \kappa \to 0 \) on the torus \( \mathbb{T}^d \), as \( j \to \infty \). Then \( \exp(t_j \kappa \cdot J) \to I \). Furthermore, \( \text{dist}(t_j \omega, t_j w) \to 0 \) on the torus \( \mathbb{T}^d \), and since \( V \) is of class \( C^1 \), we have \( \phi^{t+t_j}(x) \to \phi^t(x) \) uniformly in \( x \), if \( t = 0 \). By the cocycle identity for the flow \( \phi \), the same holds for any \( t \in \mathbb{R} \), and the convergence is uniform in \( t \). This implies (see e.g. [54]) that the function \( t \mapsto \phi^t(x) \) is periodic or quasiperiodic, with frequencies in \( F(\kappa) = \{ \kappa_1, \ldots, \kappa_\ell \} \). As a result,

\[
h(x + tw) = \phi^t(x) \phi^t(x)^{-1}
\]

is also periodic or quasiperiodic in \( t \), with frequencies in \( F(\kappa) \). But the frequency module of \( t \mapsto h(x + tw) \) is clearly a subset of \( F(w) = \{ w_1, \ldots, w_m \} \), and since \( F(w) \cap F(\kappa) \) is empty, \( h \) has to be constant. Setting \( C = h \), we obtain \( \phi^t(x) = e^{tC} \), and the identity (8.4) now follows from (8.16). A computation of \( h(x) \) from the equations (8.17) and (8.16) yields \( C = VAV^{-1} - (D_x V)V^{-1} \), evaluated at \( x \). This identity (between matrices, if \( x \) is fixed), together with Lemma 8.6, shows that \( C \) depends analytically on \( f \).

\[
\theta(Y) = \lim_{t \to \infty} \frac{\alpha(t)}{t}.
\]

8.4. The special case \( \mathfrak{G} = \text{SL}(2, \mathbb{R}) \)

Consider now the group \( \mathfrak{G} = \text{SL}(2, \mathbb{R}) \) and the corresponding Lie algebra \( \mathfrak{A} \) of traceless \( 2 \times 2 \) matrices. In this case, Theorem 8.1 yields a stable manifold of codimension 3. On the other hand, it is known (at least in the analytic setting) that reducibility is a codimension 1 phenomenon, governed by the so-called fibered rotation number. The goal here is to describe how this fits in the framework of renormalization.

Consider first the flow for \( Y = (w, g) \) on the product of \( \mathbb{T}^{d-1} \) with \( \mathbb{R}^2 \setminus \{ 0 \} \),

\[
\dot{v}(t) = g(x_0 + tw)v(t), \quad v(0) = v_0.
\]

Denote by \( \alpha(t) \) the angle between \( v(t) \) and some fixed unit vector \( u_0 \), and let \( \alpha_0 = \alpha(0) \). Then the lift of this angle to \( \mathbb{R} \) evolves according to the equation

\[
\dot{\alpha}(t) = -\langle e^{-\alpha(t)J} Jg(x_0 + tw)e^{\alpha(t)J} u_0, u_0 \rangle, \quad \alpha(0) = \alpha_0,
\]

where \( \langle \ldots \rangle \) denotes the standard inner product on \( \mathbb{R}^2 \). Here, and in the remaining part of this section, \( J = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} \). Assuming that the components of \( w \) are rationally independent, we can define the fibered rotation number of \( Y \),

\[
\theta(Y) = \lim_{t \to \infty} \frac{\alpha(t)}{t}.
\]
This limit exists and is independent of the initial conditions $x_0$ and $\alpha_0$ [67]. If $w$ is fixed, we will also write $g(g)$ in place of $g(Y)$.

From the definition of $\Theta$, we see that $g(Y) = \kappa$ if and only if $g(X) = 0$. Thus, we may restrict our analysis to skew flows with fibered rotation number zero. Theorem 8.1 deals with precisely such flows. However, the functions (8.2) are of a particular type, and more can be said in this case. Denote by $A_\gamma$ the subspace of functions $g \in A_\gamma$ with the property that $g(q) = g(x)$ for all $q = (x, r)$ in $\mathbb{T}^{d-1} \times \mathbb{T}$.

**Theorem 8.8.** [81] Given $\gamma \geq \gamma_2 > \gamma_0(\beta)$ and $a > 0$, the following holds for some $R > 0$. Consider a constant skew system $(w, A)$ on $\mathbb{T}^{d-1} \times \mathbb{S}$, for a matrix $A \in \mathfrak{A}$ that has purely imaginary eigenvalues, say $\pm \kappa i$. Assume that $\omega = (w, \kappa)$ satisfies the Diophantine condition (7.8), and that $\|A\| \leq a|\kappa|\|\omega\|$. Then there exists an open neighborhood $B_0$ of the constant function $x \mapsto A$ in $A_\gamma$, containing a ball of radius $R$ centered at this function, such that for any $g \in B_0$, the one-parameter family $\lambda \mapsto g + \lambda A$ contains a unique member in $B_0$, say $g'$, whose associated skew flow has a fibered rotation number $\kappa$. If $\gamma - \gamma_2 = \varepsilon \geq 1$, then $g'$ is reducible to a constant $C \in \mathfrak{A}$, as described by equation (8.4), via a change of coordinates $V \in G_\varepsilon$. Furthermore, the function $g'$, and (if $\varepsilon \geq 1$) the quantities $C$ and $V$, depend real analytically on $g$.

This theorem is proved by first performing a change of coordinates $g \mapsto L^{-1}gL$ with $L \in \mathfrak{S}$, such that $L^{-1}AL = \kappa J$, followed by a constant scaling $Y \mapsto cY$ of the resulting skew system, which converts $(w, \kappa)$ to a unit vector. After that, the task is reduced via the map $\Theta$ to the study of vector fields $X = (\omega, f)$ with $f$ of the type (8.2). Thus, in view of Theorem 8.1 and Lemma 8.7, it suffices to prove (besides real analyticity) that the family $\lambda \mapsto f + \lambda J$ intersects the manifold $\mathcal{M}$ exactly one point, characterized by $g(f + \lambda J) = 0$. A sketch of the proof will be given at the end of the next subsection.

The main difficulty with this approach is that the subspace $A^1$ of functions $f \in A$ of the form (8.2) is not invariant under renormalization. Notice that this subspace can also be characterized by the identity $f(q+0,r)) = e^{-rJ}f(q)e^{rJ}$. Thus, the torus-average of $f \in A^1$ is necessarily a constant multiple of $J$. This may seem to explain the statement about one-parameter families in Theorem 8.8. However, this property is neither invariant under renormalization, nor does is guarantee that the flow for $X = (\omega, f)$ remains bounded.

### 8.5. Excluding hyperbolicity

The three unstable directions under renormalization correspond to elliptic, parabolic, and hyperbolic behavior of the flow. The goal is to show that a vector field $X = (\omega, f)$, with $f \in A^1$ close to zero, can only generate an elliptic flow, by excluding e.g. the possibility that the renormalized functions $f_n = \mathcal{N}_n(f_0)$ have the following property.

**Definition 8.9.** Let $S^1$ be the set of unit vectors in $\mathbb{R}^2$. We say that a vector field $X = (\omega, f)$ has the expanding cone property if for every $q \in \mathbb{T}^d$, there exists an open cone $\mathcal{C}(q)$ in $\mathbb{R}^2$ not intersecting its negative, with vertex at zero, and a unit vector $u(q)$ in this cone, such that the following holds. The map $q \mapsto S^1 \cap \mathcal{C}(q)$ defines two continuous functions from $\mathbb{T}^d$ to $S^1$. The function $q \mapsto u(q)$ is continuous as well, and homotopic to a
constant. Furthermore, for every \( q \in \mathbb{T}^d \), the cone \( \Psi^t_X(q)C(q) \) is contained in \( C(q + t\omega) \) for all \( t > 0 \), and the length of \( \Psi^t_X(q)u(q) \) tends to infinity as \( t \to \infty \).

The usefulness of the expanding cone property stems from the fact that it is invariant under coordinate changes of the form (3.2) or (2.26), with \( V \) continuous and homotopic to the identity. A simple condition that implies this property is the following.

**Proposition 8.10.** Assume that \( f : \mathbb{T}^d \to \mathbb{A} \) is continuous and of the form \( f = C + h \), with \( C \in \mathbb{A} \) symmetric and \( \|h(q)\| < \|C\|/4 \) for all \( q \in \mathbb{T}^d \). Then \( X = (\omega, f.) \) has the expanding cone property.

This proposition is proved first for \( h = 0 \), where it is trivial, and then a perturbative argument is used for \( \|h(q)\| < \|C\|/4 \).

**Lemma 8.11.** If \( f \) belongs to \( \mathcal{A}^1 \) then \( X = (\omega, f.) \) cannot have the expanding cone property.

**Proof.** Consider first an arbitrary \( f \in \mathcal{A} \) such that \( X = (\omega, f.) \) has the expanding cone property. Let \( q \in \mathbb{T}^d \) be fixed. Using the notation of Definition 8.9, denote by \( A(q) \) the set of all nonzero \( v_0 \in \mathbb{R}^2 \) such that \( v(t) = \Psi^t_X(q)v_0 \) belongs to \( C(q + tw) \) for some (and thus each sufficiently large) positive \( t \). This set is clearly open. Notice that if \( v_0 \) is any nonzero vector in \( \mathbb{R}^2 \), with the property that \( v(t) = \Psi^t_X(q)v_0 \) tends to infinity as \( t \to \infty \), then \( v_0 \) belongs to either \( A(q) \) or \( -A(q) \). This follows from the fact that \( \Psi^t_X(q) \) is area-preserving (so the angle between \( v(t) \) and \( \Psi^t_X(q)u(q) \) has to approach zero), and that the opening angles of our cones are bounded away from zero. Thus, given that the two disjoint open sets \( \pm A(q) \) cannot cover all of \( \mathbb{R}^2 \setminus \{0\} \), it is not possible that \( |v(t)| \to \infty \) as \( t \to \infty \), for every nonzero \( v_0 \in \mathbb{R}^2 \).

Assume now for contradiction that \( f \) belongs to \( \mathcal{A}^1 \). Define \( z_r(x) = e^{rJ}u(q) \), with \( u \) as described in Definition 8.9. Then \( \Psi^t_Y(x)z_r(x) = e^{(r+tk)J}\Psi^t_X(q)u(q) \) tends to infinity as \( t \to \infty \). But as \( r \) increases from 0 to 2\( \pi \), the vectors \( z_r(x) \) cover all of \( S^1 \), since \( u \) is homotopic to a constant function. This implies that \( \Psi^t_Y(x)v_0 \) tends to infinity (in length) for each nonzero \( v_0 \in \mathbb{R}^2 \), which was shown above to be impossible. QED

Now we are ready to renormalize and to continue our sketch of the proof of Theorem 8.8. Denote by \( \mathfrak{J} \) the one-dimensional subspace of \( \mathfrak{A} \), consisting of real multiples of the matrix \( J \).

The idea is to consider the family \( F(s) = s + (1 - E)f \) associated with a function \( f \in \mathcal{A}^1 \) close to zero, where \( s \in \mathcal{A} \), and to show that the parameter value \( s = z_0 \), where this family intersects the stable manifold \( \mathcal{W} \), belongs to \( \mathfrak{J} \). This is proved by contradiction: If the intersection takes place at a point \( s \) outside \( \mathfrak{J} \), then by renormalizing the family \( F \) as in the proof of the stable manifold theorem (see subsection 7.4), we can find \( n > 0 \) and \( s_0 \in \mathfrak{J} \), such that \( F_n(s_n) = \mathfrak{N}_n(F(s_0)) \) is much closer to its average value \( s_n \) than this value is to \( \mathfrak{J} \). By using that the re-parametrization maps \( Y_n \) for skew flows are very close to multiples of the identity, we can in fact choose \( s_0 \) in such a way that \( s_n \) is symmetric. Then \( F_n(s_n) \) has the expanding cone property. The same is true for \( F(s_0) \), since this property is preserved under coordinate changes of the form (3.2) or (2.26). But \( F(s_0) \) belongs to \( \mathcal{A}^1 \),
and we get a contradiction with Lemma 8.11. This shows that $z_0 \in \mathfrak{J}$. And Lemma 8.5 implies that $\varrho(F(z_0)) = 0$.

Finally, assume for contradiction that $\varrho(F(s_0)) = 0$ for some $s_0 \in \mathfrak{J}$ different from $z_0$. By renormalizing $F$ we can achieve $\| s_n - z_n \| > 2 \| z_n \|$, which implies (using again that the maps $Y_n$ are close to multiples of the identity) that $F_n(s_n)$ is close enough to an antisymmetric matrix to have a strictly positive determinant. But then $F_n(s_n)$ cannot have a vanishing fibered rotation number, and the same is true for $F(s_0)$. This shows that the family $f \mapsto f + \lambda J$ intersects $W$ at a unique point, characterized by $\varrho(f + \lambda J) = 0$.

For details we refer to the proof of Lemma 7.5 in [81].
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