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The following three problems are weighted equally; two complete solutions
(or a complete solution and two half-solutions) are required for a passing grade.
A correct partial solution (in which it is clear exactly what was proven) is pre-
ferrable to a claimed full solution with errors. In Problem 3, each computation
must be accompanied by a justification of the computation’s correctness.

Throughout this exam, we say that the random variable ξ is a coin flip if

P (ξ = 1) = P (ξ = −1) =
1

2
.

Problem 1

i) Show that for any random variable X, and any s, t ≥ 0,

P (X ≥ t) ≤ e−stE(esX).

ii) Let ξ1, . . . , ξn be independent coin flips and let Xn =
∑n

i=1 ξn. Prove that
for any t ≥ 0,

P (Xn ≥ t
√
n) ≤ e−t2/2.

Problem 2

For random variables X and Y , define

d(X,Y ) = inf{ϵ ≥ 0 : P (|X − Y | > ϵ) ≤ ϵ}.

Prove that d metrizes convergence in probability, in the sense that Xn → X in
probability if and only if d(Xn, X) → 0.

Problem 3

Let ξ1, ξ2, . . . be i.i.d. coin flips. Let Xn =
∑n

i=1 ξn, and let

T = inf{n ≥ 4 : ξn = −1 and ξn−1 = ξn−3 = 1}.

i) Compute E(XT ).

ii) Compute E(XT+1).

iii) Compute E(XT−1).


