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#### Abstract

We prove bifurcation of Cantor families of periodic solutions for wave equations with nonlinearities of class $C^{k}$. It requires a modified Nash-Moser iteration scheme with interpolation estimates for the inverse of the linearized operators and for the composition operators.


## 1 Introduction

The aim of this paper is to prove the bifurcation of Cantor families of small amplitude periodic solutions for wave equations like

$$
\left\{\begin{array}{l}
u_{t t}-u_{x x}+f(x, u)=0  \tag{1}\\
u(t, 0)=u(t, \pi)=0
\end{array}\right.
$$

where the nonlinearity $f$ vanishes at $u=0, f$ is just $C^{k}$ with respect to $u$, for some $k$ large enough, and $H^{1}$ with respect to $x$.

If $f(x, 0)=0$ then $u=0$ is an elliptic equilibrium of the infinite dimensional Hamiltonian system (1).
Bifurcation of small amplitude periodic and quasi-periodic solutions of (1) has been first proved, for analytic nonlinearities, by Kuksin [13] and Wayne [21] via KAM theory. Further extensions of the KAM techniques have been developed e.g. in [15], [7] [14], and, more recently, in [10], [22].

In the early nineties Craig-Wayne [9] introduced the Lyapunov-Schmidt reduction method to find periodic solutions of nonlinear wave equations in the case of periodic boundary conditions, solving the small divisor problem present in the range equation via an analytic Nash-Moser type technique, see also [8]. Subsequently Bourgain [4]-[5]-[6] developed this method to find also quasi-periodic solutions (in Gevrey class).

Another approach to overcome the small divisor problem for finding analytic periodic solutions of (1) has been proposed by Gentile-Matropietro-Procesi [12] via the Lindsted series power expansion method.

We underline that in all these papers the nonlinearity $f$ is required to be analytic in both $(x, u)$, fact which is exploited in the structure and in the estimates of the corresponding recursive schemes. In [19], adapting the method of [9], Su proved existence of periodic solutions of (1) which are Sobolev functions in both $(t, x)$ for the specific nonlinearity $f=-m^{2} u+g(x) u^{3}$ where $g(x)$ belongs to some Sobolev space (and it is even). Since such an $f$ is analytic with respect to $u$, one could expect existence of periodic solutions analytic in time.

Actually, in [3], for nonlinearities analytic with respect to $u$ but just $H^{1}$ with respect to $x$, existence of periodic solutions of (1) which are analytic in time and valued in $H^{3}(0, \pi) \cap H_{0}^{1}(0, \pi)$ was proved.

On the other hand, for nonlinearities $f$ just of class $C^{k}$ with respect to $u$ one could expect existence of periodic solutions which are differentiable up to some finite order in time, and no more. However the iterative Nash-Moser scheme of [3] (and [9]) has to be deeply modified. This is done in this paper.

Let us explain the main difficulties. In [9]-[3] analyticity plays an important role at several stages. However, as in any Nash-Moser scheme, the most delicate step is the inversion of the linearized operators obtained at each iteration. The method developed in [9] is based on the Frölich-Spencer estimates [11]

[^0]and exploits analyticity in the exponentially fast decay off-the diagonal of the coefficients of the matrices representing the linear operators.

On the other hand, the new method in [3] dealt with nonlinearities only $H^{1}$ with respect to $x$ and, what is more important, it did not use analyticity with respect to time for the inversion of the linearized operators.

Once this key property of invertibility is obtained in Sobolev spaces, a Nirenberg-Moser type interpolation estimate for the inverse operator in high Sobolev norms is needed (see property (P5) proved in section 5). In particular, (39) is necessary for the convergence of the iterative scheme, see remark 4.2.

Next, also other steps of the Nash-Moser iteration scheme of [9]-[3] have to be modified. In doing this we adapt ideas of $[16],[17],[18]$. We describe the main changes, which are based on functional inequalities and a-priori estimates, in section 4 , see remarks 4.1, 4.3, 4.4.

In order to focus the attention on the main issue -namely the solution of the range equation via a differentiable Nash-Moser iteration scheme- we consider the completely resonant nonlinear wave equations of [3], without making any attempt to deal with nonlinearities which would require to solve differently the bifurcation equation.

### 1.1 Main result

We first introduce, for any integer $k \geq 1$, the set of nonlinearities

$$
\mathcal{F}_{k}:=\left\{f \in C([0, \pi] \times \mathbf{R}, \mathbf{R}): u \mapsto f(\cdot, u) \text { is in } C^{k}\left(\mathbf{R}, H^{1}(0, \pi)\right)\right\} .
$$

Since $H^{1}(0, \pi)$ is continuously embedded in $C([0, \pi], \mathbf{R})$, if $f \in \mathcal{F}_{k}$ then $\partial_{u}^{l} f \in C([0, \pi] \times \mathbf{R}, \mathbf{R}), \forall 0 \leq l \leq k$.
Remark 1.1 If $\partial_{u}^{l} f(x, u), \partial_{x} \partial_{u}^{l} f(x, u)$ exist and are continuous for all $0 \leq l \leq k$, then $f$ belongs to $\mathcal{F}_{k}$. These assumptions are not necessarily satisfied by nonlinearities like $f(x, u)=a_{p}(x) u^{p}, p \in \mathbf{N}$, where $a_{p} \in H^{1}(0, \pi)$, which, however, belong to $\mathcal{F}_{k}, \forall k$.

Remark 1.2 Since we look for small amplitude solutions, we could more generally consider nonlinearities $f:[0, \pi] \times(-\rho, \rho) \rightarrow \mathbf{R}$ defined locally in some neighborhood $(-\rho, \rho)$ of $u=0$. However we prefer to avoid technicalities in the definition of $\mathcal{F}_{k}$.

Normalizing the period to $2 \pi$, we look for solutions of

$$
\left\{\begin{array}{l}
\omega^{2} u_{t t}-u_{x x}+f(x, u)=0  \tag{2}\\
u(t, 0)=u(t, \pi)=0
\end{array}\right.
$$

where the nonlinearity $f \in \mathcal{F}_{k}$ satisfies, for some $p \in \mathbf{N}, 2 \leq p \leq k$,
$(\mathbf{H})_{p} f(x, u)=a_{p}(x) u^{p}+r(x, u)$ with $a_{p} \in H^{1}(0, \pi)$ and $r(x, 0)=\left(\partial_{u} r\right)(x, 0)=\ldots=\left(\partial_{u}^{p} r\right)(x, 0)=0$.
We look for solutions of (2) in the Sobolev space

$$
\begin{aligned}
H^{s}:=\left\{u=\sum_{l \in \mathbf{Z}} \exp (\mathrm{i} l t) u_{l}(x) \mid\right. & u_{l} \in H_{0}^{1}((0, \pi), \mathbf{R}), u_{l}=u_{-l} \forall l \in \mathbf{Z}, \\
& \text { and } \left.\|u\|_{s}^{2}:=\sum_{l \in \mathbf{Z}}\left(l^{2 s}+1\right)\left\|u_{l}\right\|_{H^{1}}^{2}<+\infty\right\}=H_{\text {even }}^{s}\left(\mathbf{T}, H_{0}^{1}(0, \pi)\right)
\end{aligned}
$$

of even $2 \pi$-periodic in time functions with values in $H_{0}^{1}(0, \pi)$.
We fix for the sequel the constant $s>1 / 2$ so that $H^{s}$ is a multiplicative Banach algebra

$$
\left\|u_{1} u_{2}\right\|_{s} \leq C(s)\left\|u_{1}\right\|_{s}\left\|u_{2}\right\|_{s}, \quad \forall u_{1}, u_{2} \in H^{s},
$$

and

$$
\begin{equation*}
\|u\|_{L^{\infty}\left(\mathbf{T}, H_{0}^{1}(0, \pi)\right)} \leq C(s)\|u\|_{s}, \quad \forall u \in H^{s} \tag{3}
\end{equation*}
$$

After the rescaling $u \rightarrow \delta u, \delta>0$, equation (2) takes the form

$$
\left\{\begin{array}{l}
\omega^{2} u_{t t}-u_{x x}+\delta^{p-1} g(\delta, x, u)=0  \tag{4}\\
u(t, 0)=u(t, \pi)=0
\end{array}\right.
$$

where

$$
g(\delta, x, u):=\frac{f(x, \delta u)}{\delta^{p}}=a_{p}(x) u^{p}+\frac{r(x, \delta u)}{\delta^{p}} .
$$

To find solutions of (4) we implement the Lyapunov-Schmidt reduction according to the orthogonal decomposition

$$
H^{s}=\left(V \cap H^{s}\right) \oplus\left(W \cap H^{s}\right)
$$

where

$$
W:=\left\{w=\sum_{l \in \mathbf{Z}} \exp (\mathrm{i} l t) w_{l}(x) \in H^{0} \mid \int_{0}^{\pi} w_{l}(x) \sin (l x) d x=0, \forall l \in \mathbf{Z}\right\}
$$

and

$$
V:=\left\{v=\left.\sum_{l \geq 1} 2 \cos (l t) u_{l} \sin (l x)\left|u_{l} \in \mathbf{R}, \sum_{l \geq 1} l^{2}\right| u_{l}\right|^{2}<+\infty\right\}
$$

is the space of the solutions of $v_{t t}-v_{x x}=0$ that belong to $H_{0}^{1}(\mathbf{T} \times(0, \pi), \mathbf{R})$ and are even in time.
Projecting (4), setting $u=v+w, v \in V, w \in W$, and imposing the "frequency-amplitude" relation

$$
\begin{equation*}
\frac{\omega^{2}-1}{2}=s^{*} \varepsilon, \quad \varepsilon:=\delta^{p-1} \tag{5}
\end{equation*}
$$

with $s^{*}= \pm 1$ to be chosen later (see (8)), yields

$$
\left\{\begin{array}{l}
-\Delta v=s^{*} \Pi_{V} g(\delta, x, v+w)  \tag{Q}\\
L_{\omega} w=\varepsilon \Pi_{W} g(\delta, x, v+w)
\end{array}\right.
$$

where

$$
\Delta v:=v_{x x}+v_{t t}, \quad L_{\omega}:=-\omega^{2} \partial_{t}^{2}+\partial_{x}^{2}
$$

and $\Pi_{V}, \Pi_{W}$ denote the projectors respectively on $V$ and $W$.
For $\delta=0$ the $(Q)$-equation reduces to

$$
\begin{equation*}
-\Delta v=s^{*} \Pi_{V}\left(a_{p}(x) v^{p}\right) \tag{7}
\end{equation*}
$$

We assume for simplicity that

$$
\Pi_{V}\left(a_{p}(x) v^{p}\right) \not \equiv 0
$$

which is equivalent to

$$
\exists v \in V \quad \text { such that } \quad \int_{\Omega} a_{p}(x) v^{p+1} \neq 0, \quad \text { with } \quad \Omega:=\mathbf{T} \times(0, \pi)
$$

Taking

$$
s^{*}:= \begin{cases}1 & \text { if } \exists v \in V \text { such that } \int_{\Omega} a_{p}(x) v^{p+1}>0  \tag{8}\\ -1 & \text { if } \exists v \in V \text { such that } \int_{\Omega} a_{p}(x) v^{p+1}<0\end{cases}
$$

equation (7) possesses at least one solution $\bar{v} \in V$ (in fact infinitely many) which can be seen (cfr. [3]) as a critical point of "mountain pass" type for the functional

$$
\Phi_{0}(v):=\int_{\Omega} \frac{|\nabla v|^{2}}{2}-s^{*} a_{p}(x) \frac{v^{p+1}}{p+1} d t d x .
$$

We assume the following nondegeneracy condition (of KAM type) which can be verified on several examples, see [3].
(ND) There exists a nondegenerate solution $\bar{v} \in V \backslash\{0\}$ of equation (7), namely $h=0$ is the unique solution of the linearized equation $-\Delta h=s^{*} \Pi_{V}\left(p a_{p}(x) \bar{v}^{p-1} h\right), h \in V$.

We can state our main existence result.
Theorem 1.1 Let $f(x, u)$ satisfy assumptions $(\mathbf{H})_{p}$ with $p \geq 2$ and (ND). Fix $s>1 / 2$. There is $k:=k(s, p) \in \mathbf{N}$ such that if $f \in \mathcal{F}_{k}$, there exists $\delta_{0}>0$, a Cantor like set $\mathcal{C} \subset\left[0, \delta_{0}\right)$ of asymptotically full measure, i.e. satisfying

$$
\lim _{\eta \rightarrow 0^{+}} \frac{\operatorname{meas}(\mathcal{C} \cap(0, \eta))}{\eta}=1
$$

and a $C^{1}$-curve $\left[0, \delta_{0}\right) \ni \delta \rightarrow u(\delta) \in H^{s}$ such that:

- $(i)\|u(\delta)-\delta \bar{v}\|_{s}=O\left(\delta^{2}\right)$
- (ii) $\forall \delta \in \mathcal{C}, u(\delta)$ is a $2 \pi$-periodic solution of (2), with $\omega=\omega(\delta)$ given by (5).

As a consequence, $\forall \delta \in \mathcal{C}, \widetilde{u}(\delta)(t, x):=u(\delta)(\omega(\delta) t, x)$ is a $2 \pi / \omega(\delta)$-periodic solution of (1).
The order $k$ of differentiability of the nonlinearity $f \in \mathcal{F}_{k}$ has to satisfy

$$
\begin{equation*}
k \geq \max \{p+3, s+\beta+3\} \tag{9}
\end{equation*}
$$

where $\beta>0$ is defined in (57). See also comments after (58).
Remark 1.3 The condition $k \geq \max \{p+3, s+3\}$ is assumed for the regularity of the composition operator $g(\delta, x, u)$ in Lemma 2.6, and $k \geq s+\beta+3$ is used for the convergence of the Nash-Moser scheme, see remark 4.3.

The main changes to be introduced to prove Theorem 1.1 with respect to the method of [3], regard the solution of the range equation through a differentiable Nash-Moser iterative scheme. This is done in sections 4 and 5 , see remarks $4.1,4.2,4.3,4.4$.

On the other hand, we follow [3] to overcome the problem posed by an infinite dimensional bifurcation $(Q)$-equation performing a further finite dimensional Lyapunov-Schmidt reduction. Let us introduce the decomposition

$$
V=V_{1} \oplus V_{2}
$$

where

$$
\left\{\begin{array}{l}
V_{1}:=\left\{v \in V \mid v=\sum_{l=1}^{\bar{N}} \cos (l t) u_{l} \sin (l x)\right\}  \tag{10}\\
V_{2}:=\left\{v \in V \mid v=\sum_{l>\bar{N}} \cos (l t) u_{l} \sin (l x)\right\}
\end{array}\right.
$$

and $\bar{N}$ is defined in Lemma 3.1. Setting $v:=v_{1}+v_{2}, v_{1} \in V_{1}, v_{2} \in V_{2}$, $\operatorname{system}$ (6) is equivalent to

$$
\left\{\begin{array}{l}
-\Delta v_{1}=s^{*} \Pi_{V_{1}} g\left(\delta, x, v_{1}+v_{2}+w\right)  \tag{Q1}\\
-\Delta v_{2}=s^{*} \Pi_{V_{2}} g\left(\delta, x, v_{1}+v_{2}+w\right) \\
L_{\omega} w=\varepsilon \Pi_{W} g\left(\delta, x, v_{1}+v_{2}+w\right)
\end{array}\right.
$$

where $\Pi_{V_{i}}(i=1,2)$ denote the projectors on $V_{i}$.
As in [3] we solve first the $(Q 2)$ equation. This requires minor modifications for Lemma 3.1 and the new Lemma 3.2 below. Finally, we can solve the $(Q 1)$ equation exactly as in [3].

Acknowledgments: The authors wish to thank I. Ekeland who asked us the question answered in this paper and V. Coti Zelati and L. Biasco for useful comments.

## 2 Preliminaries on composition operators

We first recall some interpolation estimates and smoothness results for the composition operators, which we shall often use in the sequel.

The positive constants $C(s), C\left(s^{\prime}\right)$ can assume different values from line to line.
Lemma 2.1 (Moser-Nirenberg) Let $s^{\prime} \geq 0$ and $s>1 / 2 . \forall u_{1}, u_{2} \in H^{s^{\prime}} \cap H^{s}$, we have

$$
\begin{align*}
\left\|u_{1} u_{2}\right\|_{s^{\prime}} & \leq C\left(s^{\prime}\right)\left(\left\|u_{1}\right\|_{L^{\infty}\left(\mathbf{T}, H^{1}(0, \pi)\right)}\left\|u_{2}\right\|_{s^{\prime}}+\left\|u_{1}\right\|_{s^{\prime}}\left\|u_{2}\right\|_{L^{\infty}\left(\mathbf{T}, H^{1}(0, \pi)\right)}\right)  \tag{11}\\
& \leq C\left(s^{\prime}\right)\left(\left\|u_{1}\right\|_{s}\left\|u_{2}\right\|_{s^{\prime}}+\left\|u_{1}\right\|_{s^{\prime}}\left\|u_{2}\right\|_{s}\right) \tag{12}
\end{align*}
$$

Proof. For the proof of (11) when $s^{\prime} \in \mathbf{N}$ see e.g. [20], Proposition 3.7. The same estimates work also for maps valued in $H_{0}^{1}(0, \pi)$, because $H_{0}^{1}(0, \pi)$ is an algebra. Next (12) follows by (3) since $s>1 / 2$.

Lemma 2.2 (Logarithmic convexity) Let $0 \leq \alpha \leq a \leq b \leq \beta$ with $a+b=\alpha+\beta$. Then $\forall u_{1}, u_{2} \in H^{\beta}$

$$
\begin{equation*}
\left\|u_{1}\right\|_{a}\left\|u_{2}\right\|_{b} \leq \lambda\left\|u_{1}\right\|_{\alpha}\left\|u_{2}\right\|_{\beta}+(1-\lambda)\left\|u_{2}\right\|_{\alpha}\left\|u_{1}\right\|_{\beta} \quad \text { with } \quad \lambda:=\frac{\beta-a}{\beta-\alpha} \tag{13}
\end{equation*}
$$

In particular

$$
\begin{equation*}
\|u\|_{a}\|u\|_{b} \leq\|u\|_{\alpha}\|u\|_{\beta}, \quad \forall u \in H^{\beta} \tag{14}
\end{equation*}
$$

Proof. By the convexity of the map $\sigma \mapsto \log \|u\|_{\sigma}$ (see e.g. [17] chap.1),

$$
\left\{\begin{array}{ll}
\left\|u_{1}\right\|_{a} \leq\left\|u_{1}\right\|_{\alpha}^{\lambda}\left\|u_{2}\right\|_{\beta}^{1-\lambda} & \quad \text { with }
\end{array} \quad a:=\lambda \alpha+(1-\lambda) \beta,\right.
$$

Then (13) follows by Young inequality.

Lemma 2.3 Let $f \in \mathcal{F}_{1}$. Then the composition operator $y(x) \mapsto f(x, y(x))$ is in $C\left(H^{1}(0, \pi), H^{1}(0, \pi)\right)$ and satisfies, with the notation $M:=\|y\|_{L^{\infty}(0, \pi)}$,

$$
\begin{equation*}
\|f(x, y(x))\|_{H^{1}} \leq C\left(\max _{u \in[-M, M]}\|f(\cdot, u)\|_{H^{1}}+\max _{u \in[-M, M]}\left\|\partial_{u} f(\cdot, u)\right\|_{H^{1}}\|y\|_{H^{1}}\right) \tag{15}
\end{equation*}
$$

Proof. Let $y(x) \in H^{1}(0, \pi), M=\|y\|_{L^{\infty}}, z(x)=f(x, y(x))$. We shall use for convenience the notations

$$
A(f, M):=\max _{u \in[-M, M]}\|f(\cdot, u)\|_{H^{1}}, \quad B(f, M):=\max _{u \in[-M, M]}\left\|\partial_{u} f(\cdot, u)\right\|_{H^{1}}
$$

$A(f, M)$ and $B(f, M)$ are finite because $f \in \mathcal{F}_{1}$ and so $u \mapsto\|f(\cdot, u)\|_{H^{1}}$ and $u \mapsto\left\|\partial_{u} f(\cdot, u)\right\|_{H^{1}}$ are continuous.

First, $f$ being continuous, it is clear that we have $z \in L^{\infty}(0, \pi) \subset L^{2}(0, \pi)$ and

$$
\begin{equation*}
\|z\|_{L^{2}} \leq C\|z\|_{L^{\infty}} \leq C \max _{u \in[-M, M]}\|f(\cdot, u)\|_{L^{\infty}} \leq C A(f, M) \tag{16}
\end{equation*}
$$

In the case when $f$ is smooth (say $C^{2}$ ), it is clear as well that we have $z \in H^{1}(0, \pi)$ and

$$
\begin{equation*}
z^{\prime}(x)=\partial_{u} f(x, y(x)) y^{\prime}(x)+\partial_{x} f(x, y(x))=a(x)+b(x)+c(x) \tag{17}
\end{equation*}
$$

with

$$
\begin{equation*}
a(x):=\partial_{u} f(x, y(x)) y^{\prime}(x), \quad b(x):=\partial_{x} f(x, 0), \quad c(x):=\int_{0}^{y(x)} \partial_{x} \partial_{u} f(x, u) d u \tag{18}
\end{equation*}
$$

Using that $\partial_{u} f$ is continuous, we obtain, as in (16),

$$
\begin{equation*}
\|a\|_{L^{2}}+\|b\|_{L^{2}} \leq\left\|\partial_{u} f(x, y(x))\right\|_{L^{\infty}}\left\|y^{\prime}\right\|_{L^{2}}+\left\|\partial_{x} f(\cdot, 0)\right\|_{L^{2}} \leq C B(f, M)\left\|y^{\prime}\right\|_{L^{2}}+A(f, M) \tag{19}
\end{equation*}
$$

Moreover

$$
\|c\|_{L^{2}}^{2} \leq 2 M \int_{0}^{\pi}\left(\int_{-M}^{M}\left|\partial_{x} \partial_{u} f(x, u)\right|^{2} d u\right) d x
$$

by the Cauchy-Schwarz inequality and because $|y(x)| \leq M, \forall x \in(0, \pi)$. Hence, by Fubini theorem,

$$
\begin{equation*}
\|c\|_{L^{2}}^{2} \leq 2 M \int_{-M}^{M}\left(\int_{0}^{\pi}\left|\partial_{x} \partial_{u} f(x, u)\right|^{2} d x\right) d u \leq 2 M \int_{-M}^{M}\left\|\partial_{u} f(\cdot, u)\right\|_{H^{1}}^{2} d u \leq 4 M^{2} B(f, M) \tag{20}
\end{equation*}
$$

(15) is a consequence of (16)-(20) and the fact that $M \leq C\|y\|_{H^{1}}$.

If we remove the smoothness assumption on $f$ and assume only $f \in \mathcal{F}_{1}$, we can consider some regularizing sequence of smooth maps $\left(f_{N}\right)$ such that $A\left(f_{N}-f, M\right)+B\left(f_{N}-f, M\right) \rightarrow 0$ as $N \rightarrow \infty$ and introduce $z_{N}(x):=f_{N}(x, y(x))$. It is clear that $\left\|z_{N}-z\right\|_{L^{\infty}} \rightarrow 0$. Writing (17) for $z_{N}(x)$ and passing to the limit with the help of (19)-(20), we obtain that (17) is still true for $z$ (note in particular that the last integral in (18) is well defined for almost all $x \in(0, \pi)$ ), and that $z \in H^{1}(0, \pi)$ satisfies (15).

Finally, (17), the properties of $f$ and $\partial_{u} f$, the embedding $H^{1}(0, \pi) \subset C([0, \pi])$ and the Lebesgue convergence theorem imply the continuity of the map $y(x) \mapsto f(x, y(x))$ from $H^{1}(0, \pi)$ to $H^{1}(0, \pi)$.

Lemma 2.4 Let $f \in \mathcal{F}_{p+1}$ satisfy $(\mathbf{H})_{p}$ for some $p \geq 0$. Then the composition operator

$$
y(x) \mapsto g(\delta, x, y(x))=\delta^{-p} f(x, \delta y(x))
$$

maps $H^{1}(0, \pi)$ into $H^{1}(0, \pi)$ and satisfies

$$
\begin{equation*}
\|g(\delta, x, y(x))\|_{H^{1}} \leq C\left(\|y\|_{H^{1}}\right) . \tag{21}
\end{equation*}
$$

Moreover the map $(\delta, y) \mapsto g(\delta, x, y(x))$ is in $C\left(\left[0, \delta_{0}\right) \times H^{1}(0, \pi), H^{1}(0, \pi)\right)$.
Proof. Since $f$ satisfies $(H)_{p}$ we have by the Taylor formula,

$$
g(\delta, x, u)=u^{p} \int_{0}^{1}\left(\partial_{u}^{p} f\right)(x, \delta s u) \frac{(1-s)^{p-1}}{(p-1)!} d s
$$

Then, applying Lemma 2.3 with $\partial_{u}^{p} f \in \mathcal{F}_{1}$, and since $H^{1}(0, \pi)$ is an algebra, $\forall y \in H^{1}(0, \pi)$,

$$
g(\delta, x, y(x))=(y(x))^{p} \int_{0}^{1}\left(\partial_{u}^{p} f\right)(x, \delta s y(x)) \frac{(1-s)^{p-1}}{(p-1)!} d s \in H^{1}(0, \pi)
$$

and (21) holds.
Moreover, still by Lemma 2.3, the map $(\delta, y, s) \mapsto\left(\partial_{u}^{p} f\right)(x, \delta s y(x))$ is in $C\left(\left[0, \delta_{0}\right) \times H^{1}(0, \pi) \times\right.$ $\left.[0,1], H^{1}(0, \pi)\right)$. Hence, since $y(x) \mapsto(y(x))^{p}$ is in $C^{\infty}\left(H^{1}(0, \pi), H^{1}(0, \pi)\right)$, also the map $(\delta, y) \mapsto$ $g(\delta, x, y(x))$ is in $C\left(\left[0, \delta_{0}\right) \times H^{1}(0, \pi), H^{1}(0, \pi)\right)$.

Lemma 2.5 (Composition operator) Let $f \in \mathcal{F}_{k}$ satisfy $(\mathbf{H})_{p}$ for some $p \geq 0$ and $k \geq p+1$. Then the composition operator

$$
u(t, x) \mapsto g(\delta, x, u(t, x))=\delta^{-p} f(x, \delta u)
$$

maps $H^{s^{\prime}} \cap H^{s}$ into $H^{s^{\prime}}$ for any $0 \leq s^{\prime} \leq k-1$, and satisfies

$$
\begin{equation*}
\|g(\delta, x, u)\|_{s^{\prime}} \leq C\left(s^{\prime},\|u\|_{s}\right)\left(1+\|u\|_{s^{\prime}}\right) \tag{22}
\end{equation*}
$$

Moreover the map $(\delta, u) \mapsto g(\delta, x, u)$ is in $C\left(\left[0, \delta_{0}\right) \times\left(H^{s^{\prime}} \cap H^{s}\right), H^{s^{\prime}}\right)$.

Proof. We prove the lemma when $s^{\prime}=l$ is an integer (for $s^{\prime} \notin \mathbf{N}$ it could be proved using Fourier dyadic decomposition). We show, by iteration, that for $l \in \mathbf{N}, l \leq k-1$,

$$
\|g(\delta, x, u)\|_{l} \leq C\left(l,\|u\|_{s}\right)\left(1+\|u\|_{l}\right), \quad \forall u \in H^{l} \cap H^{s}
$$

and that if $u_{n} \rightarrow u$ in $H^{s} \cap H^{l}$ and $\delta_{n} \rightarrow \delta$, then $g\left(\delta_{n}, x, u_{n}\right) \rightarrow g(\delta, x, u)$ in $H^{l}$.
For $l=0$, applying Lemma 2.4,

$$
\begin{aligned}
\|g(\delta, x, u)\|_{0} & \leq C \max _{t \in \mathbf{T}}\|g(\delta, x, u(t, \cdot))\|_{H^{1}(0, \pi)} \leq C\left(\max _{t \in \mathbf{T}}\|u(t, \cdot)\|_{H^{1}(0, \pi)}\right) \\
& \stackrel{(3)}{\leq} C\left(\|u\|_{s}\right)
\end{aligned}
$$

Moreover, if $u_{n} \rightarrow u$ in $H^{s}$ and $\delta_{n} \rightarrow \delta$ then $\max _{t \in \mathbf{T}}\left\|u_{n}(t, \cdot)-u(t, \cdot)\right\|_{H^{1}(0, \pi)} \rightarrow 0$. Hence, by the continuity property in Lemma 2.4 and the compactness of $\mathbf{T}, \max _{t \in \mathbf{T}}\left\|g\left(\delta_{n}, x, u_{n}(t, \cdot)\right)-g(\delta, x, u(t, \cdot))\right\|_{H^{1}(0, \pi)} \rightarrow$ 0 , whence $g\left(\delta_{n}, x, u_{n}\right) \rightarrow g(\delta, x, u)$ in $H^{0}$.

Now assume that the above property holds up to order $l$, with $l+1 \leq k-1$. We have

$$
\|g(\delta, x, u)\|_{l+1} \leq\|g(\delta, x, u)\|_{0}+\left\|\partial_{t} g(\delta, x, u)\right\|_{l}=\|g(\delta, x, u)\|_{0}+\left\|\partial_{u} g(\delta, x, u) \partial_{t} u\right\|_{l}
$$

where $\partial_{u} g(\delta, x, u)=\delta^{-(p-1)} \partial_{u} f(x, \delta u), \partial_{u} f \in \mathcal{F}_{k-1}$ and $\partial_{u} f$ satisfies $(\mathbf{H})_{\max (0, p-1)}$. As a consequence, since $k-1 \geq \max (p, l+1)$, by the induction assumption, we have

$$
\begin{equation*}
\left\|\partial_{u} g(\delta, x, u)\right\|_{l} \leq C\left(l,\|u\|_{s}\right)\left(1+\|u\|_{l}\right), \quad \forall u \in H^{l} \cap H^{s} \tag{23}
\end{equation*}
$$

and, by Lemma 2.4,

$$
\begin{equation*}
\left\|\partial_{u} g(\delta, x, u)\right\|_{L^{\infty}\left(\mathbf{T} ; H^{1}(0, \pi)\right)} \leq C\left(\|u\|_{s}\right) \tag{24}
\end{equation*}
$$

For $l=0$, we get

$$
\|g(\delta, x, u)\|_{1} \leq C\left(\|u\|_{s}\right)+\left\|\partial_{u} g(\delta, x, u)\right\|_{L^{\infty}\left(\mathbf{T} ; H^{1}(0, \pi)\right)}\|u\|_{1} \leq C\left(\|u\|_{s}\right)\left(1+\|u\|_{1}\right)
$$

For $l \geq 1$, applying (11), (24), (3), for any $\tilde{s} \in(1 / 2, \min (1, s)),(23)$,

$$
\begin{align*}
\|g(\delta, x, u)\|_{l+1} & \leq C\left(\|u\|_{s}\right)+C(l)\left(\left\|\partial_{u} g(\delta, x, u)\right\|_{L^{\infty}\left(\mathbf{T} ; H^{1}(0, \pi)\right)}\left\|\partial_{t} u\right\|_{l}+\left\|\partial_{u} g(\delta, x, u)\right\|_{l}\left\|\partial_{t} u\right\|_{L^{\infty}\left(\mathbf{T} ; H^{1}(0, \pi)\right)}\right) \\
& \leq C\left(l,\|u\|_{s}\right)\left(1+\|u\|_{l+1}\right)+C(l)\left\|\partial_{u} g(\delta, x, u)\right\|_{l}\left\|\partial_{t} u\right\|_{\tilde{s}} \\
& \leq C\left(l,\|u\|_{s}\right)\left(1+\|u\|_{l+1}+\|u\|_{l}\|u\|_{\tilde{s}+1}\right) \tag{25}
\end{align*}
$$

Now, by the interpolation inequality (14), since $\max (l+1, \tilde{s}) \geq \max (l, \tilde{s}+1)$,

$$
\|u\|_{l}\|u\|_{\tilde{s}+1} \leq\|u\|_{l+1}\|u\|_{\tilde{s}} \leq\|u\|_{l+1}\|u\|_{s}
$$

and, by (25), we get $(22)$ for $s^{\prime}=l+1$. The continuity property is obtained in the same way.
Lemma 2.6 (Regularity) Let $f \in \mathcal{F}_{k}$ satisfy $(\mathbf{H})_{p}$ for some $p \geq 0$ and $k \geq p+3$. Then, provided $0 \leq s^{\prime} \leq k-3$, the map

$$
G:\left\{\begin{array}{l}
{\left[0, \delta_{0}\right) \times\left(H^{s} \cap H^{s^{\prime}}\right) \rightarrow H^{s^{\prime}}} \\
(\delta, u) \mapsto g(\delta, x, u)
\end{array}\right.
$$

is $C^{1}$, and $D_{u}^{2} G$ exists everywhere and is continuous in $\left[0, \delta_{0}\right) \times\left(H^{s} \cap H^{s^{\prime}}\right)$. Moreover

$$
D_{u} G(\delta, u)[h]=\partial_{u} g(\delta, x, u) h, \quad D_{u}^{2} G(\delta, u)[h, h]=\left(\partial_{u}^{2} g\right)(\delta, x, u) h^{2}, \quad \forall h \in H^{s} \cap H^{s^{\prime}}
$$

and

$$
\left\{\begin{array}{l}
\left\|\partial_{u} g(\delta, x, u)\right\|_{s^{\prime}} \leq C\left(s^{\prime},\|u\|_{s}\right)\left(1+\|u\|_{s^{\prime}}\right)  \tag{26}\\
\left\|\partial_{u}^{2} g(\delta, x, u)\right\|_{s^{\prime}} \leq C\left(s^{\prime},\|u\|_{s}\right)\left(1+\|u\|_{s^{\prime}}\right) .
\end{array}\right.
$$

Proof. First of all,

$$
\partial_{u} g(\delta, x, u)=\delta^{-(p-1)}\left(\partial_{u} f\right)(x, \delta u), \quad \partial_{u}^{2} g(\delta, x, u)=\delta^{-(p-2)}\left(\partial_{u}^{2} f\right)(x, \delta u)
$$

where $\partial_{u} f \in \mathcal{F}_{k-1}$ satisfies $(H)_{\max (0, p-1)}$ and $\partial_{u}^{2} f \in \mathcal{F}_{k-2}$ satisfies $(H)_{\max (0, p-2)}$. Applying Lemma 2.5 to the composition operators induces by $\partial_{u} f, \partial_{u}^{2} f$, we get the bounds (26).

To prove that $G$ is differentiable with respect to $u$, write

$$
\begin{aligned}
& \left\|g(\delta, x, u+h)-g(\delta, x, u)-\partial_{u} g(\delta, x, u) h\right\|_{s^{\prime}}=\left\|h \int_{0}^{1}\left(\partial_{u} g(\delta, x, u+\sigma h)-\partial_{u} g(\delta, x, u)\right) d \sigma\right\|_{s^{\prime}} \\
& \quad \leq C\left(s^{\prime}\right)\|h\|_{\max \left(s, s^{\prime}\right)} \max _{\sigma \in[0,1]}\left\|\partial_{u} g(\delta, x, u+\sigma h)-\partial_{u} g(\delta, x, u)\right\|_{\max \left(s, s^{\prime}\right)}=o\left(\|h\|_{\max \left(s, s^{\prime}\right)}\right)
\end{aligned}
$$

by the continuity property of $u \mapsto \partial_{u} g(\delta, x, u)$ derived from Lemma 2.5. Hence $D_{u} G(\delta, u)[h]=\partial_{u} g(\delta, x, u) h$, $\forall h \in H^{s} \cap H^{s^{\prime}}$, and $(\delta, u) \mapsto D_{u} G(\delta, u)$ is continuous, still by Lemma 2.5. Similarly $G$ is twice differentiable in $u$ and $D_{u}^{2} G$ is continuous.

At last, to prove that $G$ is differentiable with respect to $\delta$, write

$$
\partial_{\delta} g(\delta, x, u)=\delta^{-(p+1)} \widetilde{f}(x, \delta u) \quad \text { where } \quad \widetilde{f}(x, u):=u \partial_{u} f(x, u)-p f(x, u) .
$$

We have $\widetilde{f} \in \mathcal{F}_{k-1}$ and $\widetilde{f}$ satisfies $(\mathbf{H})_{p+1}$. Since $k \geq \max \left\{p+3, s^{\prime}+3\right\}$ we deduce that $G$ is differentiable with respect to $\delta$, with continuous derivative, again by Lemma 2.5.

## 3 Solution of the (Q2)-equation

By a direct bootstrap argument the solution $\bar{v} \in V$ of the zero order bifurcation equation (7) satisfies $\bar{v} \in V \cap C^{\infty}(\Omega)$. In particular there exists $R>0$ such that

$$
\|\bar{v}\|_{s}<R .
$$

For the sequel $R>0$ is a fixed constant.
We look for a solution of

$$
\begin{equation*}
v_{2}=s^{*}(-\Delta)^{-1} \Pi_{V_{2}} g\left(\delta, x, v_{1}+v_{2}+w\right) \tag{27}
\end{equation*}
$$

We recall that $V_{2}$ is defined in (10). In what follows, $B(r ; E)$ will denote the open ball of center 0 and radius $r$ in the normed vectorspace $E$.
Lemma 3.1 (Solution of the (Q2)-equation) There exists $\bar{N}:=\bar{N}(R) \in \mathbf{N}_{+}, \delta_{0}>0$ such that:
a) $\forall\left\|v_{1}\right\|_{s} \leq 2 R, \forall\|w\|_{s} \leq 1, \forall \delta \in\left(0, \delta_{0}\right)$, there exists a unique $v_{2}=v_{2}\left(\delta, v_{1}, w\right) \in V_{2} \cap H^{s+2}$ with $\left\|v_{2}\left(\delta, v_{1}, w\right)\right\|_{s} \leq 1$ which solves the ( $Q 2$ )-equation.
b) $v_{2}(\cdot, \cdot, \cdot) \in C^{1}\left(\left[0, \delta_{0}\right) \times B\left(2 R ; V_{1}\right) \times B\left(1 ; W \cap H^{s}\right), V_{2} \cap H^{s+2}\right)$ and $D_{w}^{2} v_{2}$ exists everywhere, is continuous and bounded in $\left[0, \delta_{0}\right) \times B\left(2 R ; V_{1}\right) \times B\left(1 ; W \cap H^{s}\right)$.

Proof. The proof is as in Lemma 2.1 of [3], using Lemma 2.5. b) is a consequence of Lemma 2.6.
For the differentiable Nash-Moser scheme that we shall use to solve the range equation we have to prove that $\left\|v_{2}\left(\delta, v_{1}, w\right)\right\|_{s^{\prime}}$ depends in a linear way on $\|w\|_{s^{\prime}}$. We shall need also estimates on the differentials (up to order 2) of $v_{2}$ with respect to $w, \forall s \leq s^{\prime} \leq k-3$. This requires to improve lemma 2.1-d) of [3].
Lemma 3.2 Suppose $w \in W \cap H^{s^{\prime}} \cap H^{s}, 0 \leq s^{\prime} \leq k-3$ and $\|w\|_{s} \leq 1$. Then $v_{2}\left(\delta, v_{1}, w\right) \in V_{2} \cap H^{s^{\prime}+2}$ and, $\forall \delta \in\left(0, \delta_{0}\right), \forall\left\|v_{1}\right\|_{s} \leq 2 R$,

$$
\left\{\begin{array}{l}
\left\|v_{2}\left(\delta, v_{1}, w\right)\right\|_{s^{\prime}+2} \leq K\left(1+\|w\|_{s^{\prime}}\right)  \tag{28}\\
\left\|D_{w} v_{2}\left(\delta, v_{1}, w\right)[h]\right\|_{s^{\prime}+2} \leq K\left[\left(1+\|w\|_{s^{\prime}}\right)\|h\|_{s}+\|h\|_{s^{\prime}}\right] \\
\left\|D_{w}^{2} v_{2}\left(\delta, v_{1}, w\right)[h, h]\right\|_{s^{\prime}+2} \leq K\left[\left(1+\|w\|_{s^{\prime}}\right)\|h\|_{s}^{2}+\|h\|_{s}\|h\|_{s^{\prime}}\right]
\end{array}\right.
$$

for some $K:=K\left(s^{\prime}\right)>0$. Moreover, for $s^{\prime}=0$, we have

$$
\begin{equation*}
\left\|D_{w} v_{2}\left(\delta, v_{1}, w\right)[h]\right\|_{2} \leq K\|h\|_{0} \tag{29}
\end{equation*}
$$

Proof. By a bootstrap argument like in lemma 4.1-d) of [3], using the regularizing properties of $(-\Delta)^{-1}, v_{2}(w):=v_{2}\left(\delta, v_{1}, w\right) \in V \cap H^{s^{\prime}+2}$. Next, since $v_{2}(w)$ solves (27), we get

$$
\begin{aligned}
\left\|v_{2}(w)\right\|_{s^{\prime}+2} & =\left\|(-\Delta)^{-1} \Pi_{V_{2}} g\left(\delta, x, v_{1}+v_{2}(w)+w\right)\right\|_{s^{\prime}+2} \\
& \leq\left\|\Pi_{V_{2}} g\left(\delta, x, v_{1}+v_{2}(w)+w\right)\right\|_{s^{\prime}} \\
& \stackrel{(22)}{\leq} C\left(s^{\prime},\left\|v_{1}+v_{2}(w)+w\right\|_{s}\right)\left(1+\left\|v_{1}+v_{2}(w)+w\right\|_{s^{\prime}}\right) \\
& \leq K_{0}\left(s^{\prime}, R,\|w\|_{s}\right)\left(1+\left\|v_{1}\right\|_{s^{\prime}}+\|w\|_{s^{\prime}}+\left\|v_{2}(w)\right\|_{s^{\prime}}\right) \\
& \leq K\left(s^{\prime}, R\right)\left(1+2 R \bar{N}^{s^{\prime}-s}+\|w\|_{s^{\prime}}+\left\|v_{2}(w)\right\|_{s^{\prime}}\right) .
\end{aligned}
$$

Iterating still $n$ times the above estimate, where $n$ is the smallest integer such that $s^{\prime}-2 n \leq s$, we finally obtain the first bound in (28) (we recall that $\bar{N}$ depends only on $R$ and $f$ ).

The two other bounds of (28) can be proved in the same way by the expressions

$$
\begin{equation*}
D_{w} v_{2}(w)[h]=(-\Delta)^{-1} \Pi_{V_{2}} \partial_{u} g\left(\delta, x, v_{1}+v_{2}+w\right)\left(h+D_{w} v_{2}(w)[h]\right) \tag{30}
\end{equation*}
$$

and

$$
\begin{aligned}
D_{w}^{2} v_{2}(w)[h, h] & =(-\Delta)^{-1} \Pi_{V_{2}}\left(\partial_{u}^{2} g\left(\delta, x, v_{1}+v_{2}+w\right)\left(h+D_{w} v_{2}(w)[h]\right)^{2}\right. \\
& \left.+\partial_{u} g\left(\delta, x, v_{1}+v_{2}+w\right) D_{w}^{2} v_{2}(w)[h, h]\right)
\end{aligned}
$$

At last, by (30) and the regularizing property of $(-\Delta)^{-1}$,

$$
\left\|D_{w} v_{2}(w)[h]\right\|_{2} \leq C\left\|\partial_{u} g\left(\delta, x, v_{1}+v_{2}+w\right)\right\|_{s}\left\|h+D_{w} v_{2}(w)[h]\right\|_{0} .
$$

By (26), $\left\|\partial_{u} g\left(\delta, x, v_{1}+v_{2}+w\right)\right\|_{s} \leq C, \forall\left\|v_{1}\right\|_{s} \leq 2 R,\left\|v_{2}\right\|_{s} \leq 1,\|w\|_{s} \leq 1$. Finally, using (36) because $D_{w} v_{2}(w)[h] \in V_{2}$,

$$
\left\|D_{w} v_{2}(w)[h]\right\|_{2} \leq C\left(\|h\|_{0}+\frac{1}{\bar{N}^{2}}\left\|D_{w} v_{2}(w)[h]\right\|_{2}\right)
$$

which implies (29), provided that $\bar{N}$ has been chosen large enough.

## 4 Solution of the ( $P$ )-equation

We have to solve the $(P)$-equation with $v_{2}=v_{2}\left(\delta, v_{1}, w\right)$, namely

$$
\begin{equation*}
L_{\omega} w=\varepsilon \Pi_{W} \Gamma\left(\delta, v_{1}, w\right) \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma\left(\delta, v_{1}, w\right):=g\left(\delta, x, v_{1}+w+v_{2}\left(\delta, v_{1}, w\right)\right) \tag{32}
\end{equation*}
$$

The solution $w\left(\delta, v_{1}\right)$ of the $(P)$-equation (31) is obtained by means of a Nash-Moser Implicit Function Theorem for ( $\delta, v_{1}$ ) belonging to a Cantor-like set of parameters.

We consider the orthogonal splitting

$$
W=W^{\left(N_{n}\right)} \oplus W^{\left(N_{n}\right) \perp}
$$

where

$$
W^{\left(N_{n}\right)}=\left\{w \in W \mid w=\sum_{|l| \leq N_{n}} \exp (\mathrm{i} l t) w_{l}(x)\right\}, \quad W^{\left(N_{n}\right) \perp}=\left\{w \in W \mid w=\sum_{|l|>N_{n}} \exp (\mathrm{i} l t) w_{l}(x)\right\}
$$

with ${ }^{1}$

$$
\begin{equation*}
N_{n}:=\left[e^{\lambda \chi^{n}}\right] \tag{33}
\end{equation*}
$$

$\lambda=\ln N_{0}$ and $\chi>1$. We denote by

$$
P_{N_{n}}: W \rightarrow W^{\left(N_{n}\right)} \quad \text { and } \quad P_{N_{n}}^{\perp}: W \rightarrow W^{\left(N_{n}\right) \perp}
$$

the orthogonal projectors onto $W^{\left(N_{n}\right)}$ and $W^{\left(N_{n}\right) \perp}$.
Remark 4.1 One major difference with respect to the analytic case is making the sequence of finite dimensional truncations $N_{n}$ increase super-exponentially fast like in (33) (in [9]-[3] we had $N_{n}=N_{0} 2^{n}$ ). This is useful to prove the smallness of the remainder $r_{n}$ defined in (44), see remark 4.3.

The convergence of the recursive scheme is based on properties $(P 1)-(P 2)-(P 3)-(P 4)-(P 5)$ below.

- (P1) (Regularity) $\Gamma$ is in $C^{1}\left(\left(0, \delta_{0}\right) \times B\left(2 R ; V_{1}\right) \times B\left(1 ; W \cap H^{s}\right) ; H^{s}\right)$. Moreover $D_{w}^{2} \Gamma$ exists everywhere, is continous and bounded on $\left[0, \delta_{0}\right) \times B\left(2 R ; V_{1}\right) \times B\left(1 ; W \cap H^{s}\right)$.
$(P 1)$ is a consequence of the regularity of the composition operator induced by $g(\delta, x, u)$ on $H^{s}$ (see Lemma 2.6), and the regularity of the map $v_{2}(\cdot, \cdot, \cdot)$ of Lemma 3.1.
- (P2) (Tame) For all $\left\|v_{1}\right\|_{s} \leq 2 R,\|w\|_{s} \leq 1, \forall s \leq s^{\prime} \leq k-1$,

$$
\left\|\Gamma\left(\delta, v_{1}, w\right)\right\|_{s^{\prime}} \leq C\left(s^{\prime}\right)\left(1+\|w\|_{s^{\prime}}\right)
$$

$(P 2)$ is a consequence of (22) and (28) (where we need only $s^{\prime} \leq k-1$ in the first bound).

- (P3) (Taylor Tame) For all $\left\|v_{1}\right\|_{s} \leq 2 R,\|w\|_{s} \leq 1, \forall s \leq s^{\prime} \leq k-3$,

$$
\left\|\Gamma\left(\delta, v_{1}, w+h\right)-\Gamma\left(\delta, v_{1}, w\right)-D_{w} \Gamma\left(\delta, v_{1}, w\right)[h]\right\|_{s^{\prime}} \leq C\left(s^{\prime}\right)\left(\|w\|_{s^{\prime}}\|h\|_{s}^{2}+\|h\|_{s}\|h\|_{s^{\prime}}\right)
$$

for all $h \in H^{s^{\prime}}$. In particular, for $s^{\prime}=s$,

$$
\begin{equation*}
\left\|\Gamma\left(\delta, v_{1}, w+h\right)-\Gamma\left(\delta, v_{1}, w\right)-D_{w} \Gamma\left(\delta, v_{1}, w\right)[h]\right\|_{s} \leq C\|h\|_{s}^{2} \tag{34}
\end{equation*}
$$

Since

$$
\begin{aligned}
D_{w}^{2} \Gamma\left(\delta, v_{1}, w\right)[h, h] & =\left(\partial_{u}^{2} g\right)\left(\delta, x, v_{1}+w+v_{2}\left(\delta, v_{1}, w\right)\right)\left(h+D_{w} v_{2}\left(\delta, v_{1}, w\right)[h]\right)^{2} \\
& +\left(\partial_{u} g\right)\left(\delta, x, v_{1}+w+v_{2}\left(\delta, v_{1}, w\right)\right) D_{w}^{2} v_{2}\left(\delta, v_{1}, w\right)[h, h]
\end{aligned}
$$

(P3) can be derived from the bound on $\left\|D_{w}^{2} \Gamma\left(\delta, v_{1}, w\right)[h, h]\right\|_{s^{\prime}}$ provided by (26), (28) and (12).

- (P4) (Smoothing) $\forall N \in \mathbf{N}$,

$$
\begin{array}{ll}
\left\|\Pi_{N} u\right\|_{s+r} \leq N^{r}\|u\|_{s}, & \forall u \in H^{s} \\
\left\|\Pi_{N}^{\perp} u\right\|_{s} \leq N^{-r}\|u\|_{s+r}, & \forall u \in H^{s+r} \tag{36}
\end{array}
$$

The next property (P5) is an invertibility property of the linearized operator

$$
\mathcal{L}_{N}\left(\delta, v_{1}, w\right)[h]:=L_{\omega} h-\varepsilon P_{N} \Pi_{W} D_{w} \Gamma\left(\delta, v_{1}, w\right)[h], \quad \forall h \in W^{(N)}
$$

[^1]
## Definition 4.1 (Melnikov Non-resonance conditions) We define

$$
\begin{gathered}
\Delta_{N}^{\gamma, \tau}\left(v_{1}, w\right):=\left\{\delta \in\left[0, \delta_{0}\right)| | \omega l-j\left|\geq \frac{\gamma}{(l+j)^{\tau}},\left|\omega l-j-\varepsilon \frac{M\left(\delta, v_{1}, w\right)}{2 j}\right| \geq \frac{\gamma}{(l+j)^{\tau}}\right.\right. \\
\left.\forall l \in \mathbf{N}, j \geq 1, l \neq j, \frac{1}{3|\varepsilon|}<l, l \leq N, j \leq 2 N\right\}
\end{gathered}
$$

for some constant $0<\gamma<1,1<\tau<2$, where

$$
\begin{equation*}
M\left(\delta, v_{1}, w\right):=\frac{1}{|\Omega|} \int_{\Omega} \partial_{u} g\left(\delta, x, v_{1}(t, x)+w(t, x)+v_{2}\left(\delta, v_{1}, w\right)(t, x)\right) d t d x \tag{37}
\end{equation*}
$$

$\Omega:=\mathbf{T} \times(0, \pi)$ and $\omega, \varepsilon$ are related to $\delta$ in (5).
The next property is proved in section 5 .

- (P5) (Invertibility of $\mathcal{L}_{N}$ ) Fix $1<\tau<2,0<\gamma<1$. Suppose

$$
\begin{equation*}
\|w\|_{s+\sigma} \leq 1 \quad \text { where } \quad \sigma:=\frac{\tau(\tau-1)}{2-\tau} \tag{38}
\end{equation*}
$$

There exists $\delta_{0}:=\delta_{0}(\gamma, \tau, R, f)>0$ such that,

$$
\forall\left\|v_{1}\right\|_{s} \leq 2 R, \quad \forall \delta \in \Delta_{N}^{\gamma, \tau}\left(v_{1}, w\right) \cap\left[0, \delta_{0}\right)
$$

$\mathcal{L}_{N}\left(\delta, v_{1}, w\right)$ is invertible and $\mathcal{L}_{N}^{-1}\left(\delta, v_{1}, w\right): W^{(N)} \rightarrow W^{(N)}$ satisfies $\forall s^{\prime} \geq s$

$$
\begin{equation*}
\left\|\mathcal{L}_{N}^{-1}\left(\delta, v_{1}, w\right)[h]\right\|_{s^{\prime}} \leq K\left(s^{\prime}\right) \frac{N^{\tau-1}}{\gamma}\left(\|h\|_{s^{\prime}}+\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right) \tag{39}
\end{equation*}
$$

for some positive constant $K\left(s^{\prime}\right)$. In particular, by (39) and (38),

$$
\begin{equation*}
\left\|\mathcal{L}_{N}^{-1}\left(\delta, v_{1}, w\right)[h]\right\|_{s} \leq \frac{K}{\gamma} N^{\tau-1}\|h\|_{s} \tag{40}
\end{equation*}
$$

Note that, under assumption (38), we have already established in [3] the invertibility of $\mathcal{L}_{N}$ (in [3] analyticity was not used at this step). The new problem here is to prove the interpolation type estimate (39) in high Sobolev norms.

Remark 4.2 The importance of (39) is that the big norm $\|w\|_{s^{\prime}+\sigma}$ will be compensated by the small norm $\|h\|_{s}$ along the Nash-Moser iteration. This is sufficient to imply convergence. It is used in Lemma 4.2.

### 4.1 The Nash-Moser scheme

We define inductively the sequence $\left\{w_{n}\right\}_{n \geq 0}$.
Proposition 4.1 (Induction) Let $A_{0}:=\left\{\left(\delta, v_{1}\right) \mid \delta \in\left[0, \delta_{0}\right),\left\|v_{1}\right\|_{s} \leq 2 R\right\}$. $N_{n}$ being defined in (33), $\exists \varepsilon_{0}:=\varepsilon_{0}(\gamma, \tau, s, R, f)>0$, such that for $\delta_{0}^{p-1}<\varepsilon_{0}$, there exists a sequence $w_{n}:=w_{n}\left(\delta, v_{1}\right) \in W^{\left(N_{n}\right)}$ of solutions of the equation
$\left(P_{N_{n}}\right)$

$$
L_{\omega} w_{n}-\varepsilon P_{N_{n}} \Pi_{W} \Gamma\left(\delta, v_{1}, w_{n}\right)=0
$$

defined inductively for $\left(\delta, v_{1}\right) \in A_{n} \subseteq A_{n-1} \subseteq \ldots \subseteq A_{1} \subseteq A_{0}$ where

$$
A_{n}:=\left\{\left(\delta, v_{1}\right) \in A_{n-1} \mid \delta \in \Delta_{N_{n}}^{\gamma, \tau}\left(v_{1}, w_{n-1}\right)\right\} \subseteq A_{n-1}
$$

satisfying

$$
\begin{equation*}
\left\|w_{n}\right\|_{s+\sigma} \leq 1 \quad \text { where } \quad \sigma:=\frac{\tau(\tau-1)}{2-\tau} \tag{41}
\end{equation*}
$$

$w_{n}=\sum_{i=0}^{n} h_{i}$ with $h_{i} \in W^{\left(N_{i}\right)}$ such that

$$
\begin{equation*}
\left\|h_{0}\right\|_{s} \leq|\varepsilon| K_{0}, \quad\left\|h_{i}\right\|_{s} \leq \bar{K}|\varepsilon| \gamma^{-1} N_{i}^{-\sigma-1} \quad \forall 1 \leq i \leq n \tag{42}
\end{equation*}
$$

for some constants $K_{0}, \bar{K}>0$.
Proof. In the proof $K, K^{\prime}$ denote absolute constants depending on $f, R, \gamma, \tau, s, s^{\prime}$ at most. We shall possibly indicate only the dependence on the index $s^{\prime} \geq s$.
First step: initialization. Let $N_{0}:=\left[e^{\lambda}\right]$ be given. If

$$
|\omega-1| N_{0} \leq|\omega-1| e^{\lambda} \leq \frac{1}{2}
$$

then $L_{\omega \mid W^{\left(N_{0}\right)}}$ is invertible and $\left\|L_{\omega}^{-1} h\right\|_{s} \leq 2\|h\|_{s}, \forall h \in W^{\left(N_{0}\right)}$. This is straightforward, noticing that the eigenvalues $\omega^{2} l^{2}-j^{2}\left(0 \leq l \leq N_{0}, j \geq 1, j \neq l\right)$ of $L_{\omega \mid W^{\left(N_{0}\right)}}$ satisfy

$$
\left|\omega^{2} l^{2}-j^{2}\right|=|\omega l-j|(\omega l+j) \geq\left(|l-j|-|\omega-1| N_{0}\right)(\omega l+j) \geq\left(1-\frac{1}{2}\right) .
$$

By the Contraction Mapping Theorem, using Property $(P 1)$, there exist $\varepsilon_{1}>0, K_{0}>0$, such that, $\forall\left\|v_{1}\right\|_{s} \leq 2 R, \forall|\varepsilon|<\min \left\{\varepsilon_{1}, e^{-\lambda} / 4\right\}$, the equation
$\left(P_{N_{0}}\right)$

$$
L_{\omega} w_{0}-\varepsilon P_{N_{0}} \Pi_{W} \Gamma\left(\delta, v_{1}, w_{0}\right)=0
$$

has a unique solution $w_{0}\left(\delta, v_{1}\right)$ satisfying $\left\|w_{0}\left(\delta, v_{1}\right)\right\|_{s} \leq K_{0}|\varepsilon|$.
Second step: iteration. Suppose we have already defined a solution $w_{n} \in W^{\left(N_{n}\right)}$ of equation $\left(P_{N_{n}}\right)$ satisfying the properties stated in the proposition. We want to find a solution

$$
w_{n+1}=w_{n}+h_{n+1}, \quad h_{n+1} \in W^{\left(N_{n+1}\right)}
$$

of the equation

$$
\left(P_{N_{n+1}}\right) \quad L_{\omega} w_{n+1}-\varepsilon P_{N_{n+1}} \Pi_{W} \Gamma\left(\delta, v_{1}, w_{n+1}\right)=0
$$

Develop

$$
\begin{align*}
L_{\omega}\left(w_{n}+h\right)-\varepsilon P_{N_{n+1}} \Pi_{W} \Gamma\left(\delta, v_{1}, w_{n}+h\right) & =L_{\omega} w_{n}-\varepsilon P_{N_{n+1}} \Pi_{W} \Gamma\left(\delta, v_{1}, w_{n}\right) \\
& +L_{\omega} h-\varepsilon P_{N_{n+1}} \Pi_{W} D_{w} \Gamma\left(\delta, v_{1}, w_{n}\right)[h]+R_{n}(h) \\
& =r_{n}+\mathcal{L}_{N_{n+1}}\left(\delta, v_{1}, w_{n}\right)[h]+R_{n}(h) \tag{43}
\end{align*}
$$

where, since $w_{n}$ solves equation $\left(P_{N_{n}}\right)$,

$$
\left\{\begin{array}{c}
r_{n}:=L_{\omega} w_{n}-\varepsilon P_{N_{n+1}} \Pi_{W} \Gamma\left(\delta, v_{1}, w_{n}\right)=-\varepsilon P_{N_{n}}^{\perp} P_{N_{n+1}} \Pi_{W} \Gamma\left(\delta, v_{1}, w_{n}\right) \in W^{\left(N_{n}\right) \perp}  \tag{44}\\
R_{n}(h):=-\varepsilon P_{N_{n+1}} \Pi_{W}\left(\Gamma\left(\delta, v_{1}, w_{n}+h\right)-\Gamma\left(\delta, v_{1}, w_{n}\right)-D_{w} \Gamma\left(\delta, v_{1}, w_{n}\right)[h]\right) .
\end{array}\right.
$$

Inversion of $\mathcal{L}_{N_{n+1}}\left(\delta, v_{1}, w_{n}\right)$. By property (P5), $\mathcal{L}_{N_{n+1}}\left(\delta, v_{1}, w_{n}\right)$ is invertible because (41) holds, and for $\left(\delta, v_{1}\right)$ restricted to the set of parameters

$$
A_{n+1}:=\left\{\left(\delta, v_{1}\right) \in A_{n} \mid \delta \in \Delta_{N_{n+1}}^{\gamma, \tau}\left(v_{1}, w_{n}\right)\right\} \subseteq A_{n}
$$

The inverse operator satisfies, by (40),

$$
\begin{equation*}
\left\|\mathcal{L}_{N_{n+1}}\left(\delta, v_{1}, w_{n}\right)^{-1} h\right\|_{s} \leq \frac{K}{\gamma} N_{n+1}^{\tau-1}\|h\|_{s}, \quad \forall h \in W^{\left(N_{n+1}\right)} \tag{45}
\end{equation*}
$$

By (43), solving equation $\left(P_{N_{n+1}}\right)$ means finding a solution $h \in W^{\left(N_{n+1}\right)}$ of

$$
h=-\mathcal{L}_{N_{n+1}}\left(\delta, v_{1}, w_{n}\right)^{-1}\left(r_{n}+R_{n}(h)\right)
$$

namely a fixed point of the map

$$
\mathcal{G}_{n+1}: W^{\left(N_{n+1}\right)} \rightarrow W^{\left(N_{n+1}\right)}, \quad \mathcal{G}_{n+1}(h):=-\mathcal{L}_{N_{n+1}}\left(\delta, v_{1}, w_{n}\right)^{-1}\left(r_{n}+R_{n}(h)\right)
$$

Lemma 4.1 (Contraction) Given $\beta>0$ (to be specified later), we set

$$
B_{n}:=1+\left\|w_{n}\right\|_{s+\beta}
$$

There exists $K_{1}:=K_{1}(\beta)>0$ such that $\mathcal{G}_{n+1}$ is contraction in the ball

$$
\mathcal{B}_{n+1}(s):=\left\{h \in W^{\left(N_{n+1}\right)} \quad \mid\|h\|_{s} \leq \rho_{n+1}:=2 \frac{|\varepsilon|}{\gamma} K_{1} N_{n+1}^{\tau-1} N_{n}^{-\beta} B_{n}\right\}
$$

provided

$$
\begin{equation*}
K_{1} \frac{|\varepsilon|}{\gamma} N_{n+1}^{\tau-1} \rho_{n+1}=2 K_{1}^{2} \frac{|\varepsilon|^{2}}{\gamma^{2}} N_{n+1}^{2(\tau-1)} N_{n}^{-\beta} B_{n} \leq \frac{1}{2} \tag{46}
\end{equation*}
$$

Proof. By (45)

$$
\begin{align*}
\left\|\mathcal{G}_{n+1}(h)\right\|_{s} & =\left\|\mathcal{L}_{N_{n+1}}\left(\delta, v_{1}, w_{n}\right)^{-1}\left(r_{n}+R_{n}(h)\right)\right\|_{s} \\
& \leq \frac{K}{\gamma} N_{n+1}^{\tau-1}\left(\left\|r_{n}\right\|_{s}+\left\|R_{n}(h)\right\|_{s}\right) \\
& \leq \frac{K^{\prime}}{\gamma} N_{n+1}^{\tau-1}\left(|\varepsilon| N_{n}^{-\beta}\left\|P_{N_{n+1}} \Pi_{W} \Gamma\left(w_{n}\right)\right\|_{s+\beta}+|\varepsilon|\|h\|_{s}^{2}\right) \tag{47}
\end{align*}
$$

using the smoothing estimate (P4) since $r_{n} \in W^{\left(N_{n}\right) \perp}$, and (34). Here, for brevity, $\Gamma\left(w_{n}\right):=\Gamma\left(\delta, v_{1}, w_{n}\right)$.
Now, the tame estimate (P2) entails

$$
\begin{equation*}
\left\|P_{N_{n+1}} \Pi_{W} \Gamma\left(w_{n}\right)\right\|_{s+\beta} \leq \bar{K}(\beta)\left(1+\left\|w_{n}\right\|_{s+\beta}\right)=\bar{K}(\beta) B_{n} \tag{48}
\end{equation*}
$$

because $\left\|w_{n}\right\|_{s} \leq 1$ by (41). By (47) and (48) we get

$$
\begin{equation*}
\left\|\mathcal{G}_{n+1}(h)\right\|_{s} \leq \frac{|\varepsilon|}{\gamma} K_{1} N_{n+1}^{\tau-1}\left(N_{n}^{-\beta} B_{n}+\|h\|_{s}^{2}\right) \tag{49}
\end{equation*}
$$

for some $K_{1}:=K_{1}(\beta)>0$. If $\|h\|_{s} \leq \rho_{n+1}$ then

$$
\left\|\mathcal{G}_{n+1}(h)\right\|_{s} \leq \frac{|\varepsilon|}{\gamma} K_{1} N_{n+1}^{\tau-1} N_{n}^{-\beta} B_{n}+\frac{|\varepsilon|}{\gamma} K_{1} N_{n+1}^{\tau-1} \rho_{n+1}^{2}
$$

and therefore $\mathcal{G}_{n+1}$ maps $\mathcal{B}_{n+1}(s)$ into $\mathcal{B}_{n+1}(s)$ if

$$
\frac{|\varepsilon|}{\gamma} K_{1} N_{n+1}^{\tau-1} N_{n}^{-\beta} B_{n}+\frac{|\varepsilon|}{\gamma} K_{1} N_{n+1}^{\tau-1} \rho_{n+1}^{2} \leq \rho_{n+1}
$$

By the definition of $\rho_{n+1}$, the previous condition holds, if (46) is verified.
The condition to prove that $\mathcal{G}_{n+1}$ is a contraction is similar.
Remark 4.3 By (47)-(48) the term $r_{n}$ is estimated like $\left\|r_{n}\right\|_{s} \leq K|\varepsilon| N_{n}^{-\beta} B_{n}$. In the next Lemma 4.3 we obtain an a priori-estimate on the growth of the $B_{n}$ independently of $\beta$, implying the super-exponential smallness of $\left\|r_{n}\right\|_{s}$ for $\beta$ large enough, see (57). Here the tame estimates are deeply exploited.

In [9]-[3] the smallness of $r_{n}$ was proved exploiting analyticity.

Now the main task is to estimate the growth of the $B_{n}$ i.e. to control the divergence of the high norms $\left\|w_{n}\right\|_{s+\beta}$ of the approximate solutions $w_{n}$.

Lemma 4.2 There exists $K_{2}:=K_{2}(\beta)>0$ such that, if

$$
\begin{equation*}
K_{2} \frac{|\varepsilon|}{\gamma} N_{n}^{\tau-1} \rho_{n}=2 K_{2} K_{1} \frac{\varepsilon^{2}}{\gamma^{2}} N_{n}^{2(\tau-1)} N_{n-1}^{-\beta} B_{n-1} \leq \frac{1}{2} \tag{50}
\end{equation*}
$$

and $|\varepsilon| 2 K_{2} \gamma^{-1} \leq 1$, then

$$
\begin{equation*}
B_{n} \leq\left(1+N_{n}^{\tau-1+\sigma}\right) B_{n-1} \tag{51}
\end{equation*}
$$

Proof. We have

$$
\begin{equation*}
B_{n}:=1+\left\|w_{n}\right\|_{s+\beta} \leq 1+\left\|w_{n-1}\right\|_{s+\beta}+\left\|h_{n}\right\|_{s+\beta}=B_{n-1}+\left\|h_{n}\right\|_{s+\beta} \tag{52}
\end{equation*}
$$

Now we use the estimate for the inverse $\mathcal{L}_{N_{n}}\left(\delta, v_{1}, w_{n-1}\right)^{-1}$ in high Sobolev norm given in property (P5).
Since $h_{n}=-\mathcal{L}_{N_{n}}\left(\delta, v_{1}, w_{n-1}\right)^{-1}\left(r_{n-1}+R_{n-1}\left(h_{n}\right)\right)$, we obtain

$$
\begin{align*}
\left\|h_{n}\right\|_{s+\beta} & \stackrel{(P 5)}{\leq} K(\beta) \frac{N_{n}^{\tau-1}}{\gamma}\left(\left\|r_{n-1}\right\|_{s+\beta}+\left\|R_{n-1}\left(h_{n}\right)\right\|_{s+\beta}+\left\|w_{n-1}\right\|_{s+\beta+\sigma}\left(\left\|r_{n-1}\right\|_{s}+\left\|R_{n-1}\left(h_{n}\right)\right\|_{s}\right)\right) \\
& \stackrel{(P 4)}{\leq} K^{\prime}(\beta) \frac{N_{n}^{\tau-1}}{\gamma}\left(\left\|r_{n-1}\right\|_{s+\beta}+\mid \varepsilon\| \| Q_{n-1}\left(h_{n}\right) \|_{s+\beta}\right) \\
& +K^{\prime}(\beta) \frac{N_{n}^{\tau-1+\sigma}}{\gamma}\left\|w_{n-1}\right\|_{s+\beta}\left(\left\|r_{n-1}\right\|_{s}+|\varepsilon|\left\|Q_{n-1}\left(h_{n}\right)\right\|_{s}\right) \tag{53}
\end{align*}
$$

because $w_{n-1} \in W^{\left(N_{n-1}\right)}$, and having defined

$$
Q_{n-1}(h):=\Gamma\left(\delta, v_{1}, w_{n-1}+h\right)-\Gamma\left(\delta, v_{1}, w_{n-1}\right)-D_{w} \Gamma\left(\delta, v_{1}, w_{n-1}\right)[h]
$$

Now we use the tame estimate

$$
\begin{align*}
\left\|r_{n-1}\right\|_{s+\beta} & =|\varepsilon|\left\|P_{N_{n-1}}^{\perp} P_{N_{n}} \Pi_{W} \Gamma\left(w_{n-1}\right)\right\|_{s+\beta} \leq K(\beta)|\varepsilon|\left\|\Gamma\left(w_{n-1}\right)\right\|_{s+\beta} \\
& \stackrel{(P 2)}{\leq}|\varepsilon| K^{\prime}(\beta)\left(1+\left\|w_{n-1}\right\|_{s+\beta}\right)=|\varepsilon| K^{\prime}(\beta) B_{n-1} \tag{54}
\end{align*}
$$

and the Taylor tame estimate (P3)

$$
\begin{equation*}
\left\|Q_{n-1}\left(h_{n}\right)\right\|_{s+\beta} \leq K(\beta)\left(\left\|w_{n-1}\right\|_{s+\beta}\left\|h_{n}\right\|_{s}^{2}+\left\|h_{n}\right\|_{s}\left\|h_{n}\right\|_{s+\beta}\right) \leq K(\beta)\left(B_{n-1} \rho_{n}^{2}+\rho_{n}\left\|h_{n}\right\|_{s+\beta}\right) \tag{55}
\end{equation*}
$$

because $\left\|h_{n}\right\|_{s} \leq \rho_{n}$.
Inserting in (53) the estimates (54), (55), $\left\|r_{n-1}\right\|_{s} \leq|\varepsilon| C$ and $\left\|Q_{n-1}\left(h_{n}\right)\right\|_{s} \leq C$, yields

$$
\left\|h_{n}\right\|_{s+\beta} \leq K_{2} \frac{|\varepsilon|}{\gamma} N_{n}^{\tau-1+\sigma} B_{n-1}+\left(K_{2} \frac{|\varepsilon|}{\gamma} N_{n}^{\tau-1} \rho_{n}\right)\left\|h_{n}\right\|_{s+\beta}
$$

for some positive $K_{2}:=K_{2}(\beta)$. By (50)

$$
\left\|h_{n}\right\|_{s+\beta} \leq K_{2} \frac{|\varepsilon|}{\gamma} N_{n}^{\tau-1+\sigma} B_{n-1}+\frac{1}{2}\left\|h_{n}\right\|_{s+\beta}
$$

whence

$$
\begin{equation*}
\left\|h_{n}\right\|_{s+\beta} \leq 2 K_{2} \frac{|\varepsilon|}{\gamma} N_{n}^{\tau-1+\sigma} B_{n-1} \leq N_{n}^{\tau-1+\sigma} B_{n-1} \tag{56}
\end{equation*}
$$

for $2 K_{2}|\varepsilon| \gamma^{-1} \leq 1$. By (52) and (56) we get (51).
The recurrence inequality (51) is very important because it proves a bound for the divergence of the $B_{n}$ independent of $\beta$, provided that $\delta$ (or $\varepsilon$ ) is smaller than some positive constant which depends on $\beta$.

Lemma 4.3 (Bound of $B_{n}$ ) There exists $C=C(\chi, \lambda, \tau, \sigma)>0$ such that $B_{n} \leq C B_{0} N_{n}^{\frac{\chi}{\chi-1}(\tau-1+\sigma)}$.
Proof. Set for brevity $\alpha:=\tau-1+\sigma$. Iterating (51) and using $N_{n} \leq e^{\lambda \chi^{n}}<N_{n}+1<2 N_{n}$ we get

$$
\begin{aligned}
B_{n} & \leq B_{0} \Pi_{i=1}^{n}\left(1+N_{i}^{\alpha}\right) \leq B_{0} \Pi_{i=1}^{n}\left(1+e^{\alpha \lambda \chi^{i}}\right)=B_{0} \Pi_{i=1}^{n}\left(e^{-\alpha \lambda \chi^{i}}+1\right) e^{\alpha \lambda \chi \frac{\chi^{n}-1}{\chi-1}} \\
& \leq C^{\prime} B_{0} e^{\alpha \lambda \frac{\chi^{n+1}}{\chi-1}} \leq C B_{0} N_{n}^{\frac{\chi}{\chi-1} \alpha}
\end{aligned}
$$

where $C=2^{\frac{\chi}{x-1} \alpha} C^{\prime}=2^{\frac{\chi}{\chi-1} \alpha} \Pi_{i=1}^{+\infty}\left(e^{-\alpha \lambda \chi^{i}}+1\right)$ is finite and independent of $n$.
There remains to check condition (46). We choose

$$
\begin{equation*}
\beta:=\chi(\tau+\sigma)+\frac{\chi}{\chi-1}(\tau-1+\sigma) \quad \text { where } \quad \sigma:=\frac{\tau(\tau-1)}{2-\tau} . \tag{57}
\end{equation*}
$$

Lemma 4.4 For $\varepsilon \gamma^{-1}$ small enough (independently of $n$ ) condition (46) hold.
Proof. By Lemma 4.3, condition (46) to have the contraction holds if

$$
c_{n}:=2 K_{1}^{2} \frac{\varepsilon^{2}}{\gamma^{2}} N_{n+1}^{2(\tau-1)} N_{n}^{-\beta} C B_{0} N_{n}^{\frac{\chi}{\gamma-1}(\tau-1+\sigma)} \leq \frac{1}{2}
$$

Now, since $N_{n+1} \leq e^{\lambda \chi^{n+1}} \leq\left(N_{n}+1\right)^{\chi}$, and by the definition of $\beta$ in (57),

$$
\begin{aligned}
c_{n} & \leq 2 K_{1}^{2} \frac{\varepsilon^{2}}{\gamma^{2}} C B_{0}\left(N_{n}+1\right)^{2 \chi(\tau-1)} N_{n}^{-\beta+\frac{\chi}{\chi-1}(\tau-1+\sigma)} \\
& =2 K_{1}^{2} \frac{\varepsilon^{2}}{\gamma^{2}} C B_{0}\left(1+N_{n}^{-1}\right)^{2 \chi(\tau-1)} N_{n}^{\chi(\tau-2-\sigma)} \\
& \leq \bar{K} \frac{\varepsilon^{2}}{\gamma^{2}}
\end{aligned}
$$

since $\tau<2$ and $\sigma>0$. Condition (46), holds for $\varepsilon \gamma^{-1}>0$ small enough.
Next we check that estimate (42) holds for $h_{n+1}$. By the estimates for $\rho_{n+1}$ in Lemma 4.1, for $B_{n}$ in Lemma 4.3, and by the definition of $\beta$ in (57),

$$
\begin{aligned}
\left\|h_{n+1}\right\|_{s} & \leq 2|\varepsilon| \gamma^{-1} K_{1} N_{n+1}^{\tau-1} N_{n}^{-\beta} B_{n} \\
& \leq 2|\varepsilon| \gamma^{-1} K_{1} N_{n+1}^{\tau-1} C B_{0} N_{n}^{-\chi(\tau+\sigma)} \\
& \leq 2|\varepsilon| \gamma^{-1} K_{1} C B_{0} N_{n+1}^{-(1+\sigma)} 2^{\chi(\tau+\sigma)} \leq \bar{K}|\varepsilon| \gamma^{-1} N_{n+1}^{-(\sigma+1)}
\end{aligned}
$$

for some $\bar{K}>0$. We used that $N_{n}^{\chi} \geq N_{n+1}\left(1+N_{n}^{-1}\right)^{-\chi} \geq N_{n+1} 2^{-\chi}$.
To complete the inductive argument and the proof of Proposition 4.1, we have still to verify that (50) holds when $n$ is replaced by $n+1$ and that condition (41) holds for $w_{n+1}$.

Condition (50) (at rank $n+1$ ) is exactly of the same type as condition (46) and it holds true in the same way, for $\varepsilon \gamma^{-1}>0$ small enough.

Finally condition (41) at rank $n+1$ holds true because, by the induction hypothesis

$$
\begin{aligned}
\left\|w_{n+1}\right\|_{s+\sigma} & \leq \sum_{i=0}^{n+1}\left\|h_{i}\right\|_{s+\sigma} \stackrel{(P 4)}{\leq} \sum_{i=0}^{n+1} N_{i}^{\sigma}\left\|h_{i}\right\|_{s} \stackrel{(42)}{\leq} \sum_{i=0}^{n+1} \bar{K} \frac{|\varepsilon|}{\gamma} N_{i}^{\sigma} N_{i}^{-\sigma-1} \\
& \leq \bar{K} \frac{|\varepsilon|}{\gamma} \sum_{i=0}^{+\infty} N_{i}^{-1} \leq 1
\end{aligned}
$$

for $\varepsilon \gamma^{-1}$ small enough, independently on $n$.

Remark 4.4 We have never used $\chi<2$ as it is customary in several Nash-Moser theorems, whence the convergence of this Nash-Moser scheme is arbitrarily fast! This is due to the fact that, for semilinear $f$, the very strong Taylor tame estimate (P3) holds. It is used in Lemma 4.2.

Now, choosing $\chi>1$, we can optimize the choice of $\beta$ which reflects on the regularity assumptions on the nonlinearity $f \in \mathcal{F}_{k}$, see (9). For each $\tau \in(1,2)$ the minimal value of $\beta$ defined in (57) is

$$
\bar{\beta}(\tau)=\min _{\chi>1}\left(\chi(\tau+\sigma)+\frac{\chi}{\chi-1}(\tau-1+\sigma)\right)=(\sqrt{\tau+\sigma}+\sqrt{\tau+\sigma-1})^{2}
$$

The function $\tau \mapsto \tau+\sigma=\tau+\frac{\tau(\tau-1)}{2-\tau}$ is increasing for $\tau \in(1,2)$, as well as the function $\tau \mapsto \bar{\beta}(\tau)$. For $\tau \rightarrow 1$,

$$
\begin{equation*}
\bar{\beta}(\tau) \rightarrow \inf _{\tau \in(1,2)} \bar{\beta}(\tau)=1 \tag{58}
\end{equation*}
$$

Hence we can take for instance $\beta=2$ for $\tau$ close to 1 . Note that for $\tau=1$ the existence of periodic solutions can be achieved using just the classical implicit function theorem and not the Nash-Moser one, see [1], [2].

By the regularity property $(P 1)$ we can prove as in section 3.2 of [3] the existence of a $C^{1}$ Whitney extension $w\left(\delta, v_{1}\right)$ for all $\left(\delta, v_{1}\right) \in\left(0, \delta_{0}\right) \times B\left(2 R ; V_{1}\right)$.

Finally, once the $(P)$-equation has been solved, the part concerning the solution of the ( $Q 1$ )-equation and the measure estimate for the Cantor set remains the same as in section 5 of [3]. We had just used that the path of solutions of the bifurcation equation is $C^{1}$, see Proposition 3.2 in [3]. The conclusions of Theorem 1.1 follow like in [3].

## 5 Analysis of the linearized problem: proof of (P5)

Recalling (32), the operator $\mathcal{L}_{N}\left(\delta, v_{1}, w\right)$ can be written as

$$
\begin{aligned}
\mathcal{L}_{N}\left(\delta, v_{1}, w\right)[h] & :=L_{\omega} h-\varepsilon P_{N} \Pi_{W} D_{w} \Gamma\left(\delta, v_{1}, w\right)[h] \\
& =L_{\omega} h-\varepsilon P_{N} \Pi_{W}\left(\partial_{u} g\left(\delta, x, v_{1}+w+v_{2}\left(\delta, v_{1}, w\right)\right)\left(h+D_{w} v_{2}\left(\delta, v_{1}, w\right)[h]\right)\right) \\
& =L_{\omega} h-\varepsilon P_{N} \Pi_{W}(a(t, x) h)-\varepsilon P_{N} \Pi_{W}\left(a(t, x) D_{w} v_{2}\left(\delta, v_{1}, w\right)[h]\right)
\end{aligned}
$$

where, for brevity,

$$
a(t, x):=\partial_{u} g\left(\delta, x, v_{1}(t, x)+w(t, x)+v_{2}\left(\delta, v_{1}, w\right)(t, x)\right)
$$

We decompose

$$
\mathcal{L}_{N}\left(\delta, v_{1}, w\right)=D-\mathcal{M}_{1}-\mathcal{M}_{2}
$$

where

$$
\left\{\begin{array}{l}
D h:=L_{\omega} h-\varepsilon P_{N} \Pi_{W}\left(a_{0}(x) h\right) \\
\mathcal{M}_{1} h:=\varepsilon P_{N} \Pi_{W}(\bar{a}(t, x) h) \\
\mathcal{M}_{2} h:=\varepsilon P_{N} \Pi_{W}\left(a(t, x) D_{w} v_{2}[h]\right)
\end{array}\right.
$$

and

$$
\bar{a}(t, x):=a(t, x)-a_{0}(x), \quad a_{0}(x):=\frac{1}{2 \pi} \int_{0}^{2 \pi} a(t, x) d t
$$

We deduce from (26) and (28) that, $\forall\left\|v_{1}\right\|_{s} \leq 2 R, \forall\|w\|_{s+\sigma} \leq 1, \forall \delta \in\left[0, \delta_{0}\right)$

$$
\begin{equation*}
\|a\|_{s^{\prime}}=\left\|\left(\partial_{u} g\right)\left(\delta, x, v_{1}+w+v_{2}\left(\delta, v_{1}, w\right)\right)\right\|_{s^{\prime}} \leq C\left(s^{\prime}\right)\left(1+\|w\|_{s^{\prime}}\right) \tag{59}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\|a\|_{s} \leq\|a\|_{s+\sigma} \leq C \tag{60}
\end{equation*}
$$

### 5.1 Inversion of $D$

$\forall h \in W^{(N)}$, the $k^{t h}$ time Fourier coefficient of $D h$ is

$$
(D h)_{k}=\left(\omega^{2} k^{2}+\partial_{x}^{2}\right) h_{k}-\varepsilon \pi_{k}\left(a_{0}(x) h_{k}\right) \equiv D_{k} h_{k}
$$

where $D_{k}: \mathcal{D}\left(D_{k}\right) \subset F_{k} \rightarrow F_{k}$ is the operator

$$
D_{k} h=\omega^{2} k^{2} h+\partial_{x}^{2} h-\varepsilon \pi_{k}\left(a_{0}(x) h\right)
$$

with

$$
F_{k}:=\left\{f \in H_{0}^{1}((0, \pi) ; \mathbf{R}) \mid \quad \int_{0}^{\pi} f(x) \sin (k x) d x=0\right\}=\langle\sin (k x)\rangle^{\perp},
$$

$\pi_{k}: H_{0}^{1}((0, \pi) ; \mathbf{R}) \rightarrow F_{k}$ being the $L^{2}$-orthogonal projector.
Lemma 5.1 (Diagonalization of $D$ ) There exists a Hilbert basis of $W^{(N)}$ consisting of eigenvectors $\left\{\cos (k t) v_{k, j}\right\}_{k, j}$ of $D$ with eigenvalues $\left\{\omega^{2} k^{2}-\lambda_{k, j}\right\}$ verifying

$$
\lambda_{k, j}=\lambda_{k, j}\left(\delta, v_{1}, w\right)=j^{2}+\varepsilon M\left(\delta, v_{1}, w\right)+O\left(\frac{\varepsilon\left\|a_{0}\right\|_{H^{1}}}{j}\right)
$$

where $M\left(\delta, v_{1}, w\right)$ is defined in (37).
Proof. Lemma 4.1 of [3].
If all the eigenvalues of $D$ are different from zero we can define

$$
|D|^{-1 / 2} h:=\sum_{|k| \leq N} \exp (\mathrm{i} k t)\left|D_{k}\right|^{-1 / 2} h_{k}, \quad \forall h=\sum_{|k| \leq N} \exp (\mathrm{i} k t) h_{k} \in W^{(N)}
$$

where $\left|D_{k}\right|^{-1 / 2}: F_{k} \rightarrow F_{k}$ is the diagonal operator defined by

$$
\left|D_{k}\right|^{-1 / 2} v_{k, j}:=\frac{v_{k, j}}{\sqrt{\left|\omega^{2} k^{2}-\lambda_{k, j}\right|}}, \quad \forall j \geq 1, j \neq|k| .
$$

Lemma 5.2 If $\delta \in \Delta_{N}^{\gamma, \tau}\left(v_{1}, w\right)$ then $\forall 0<k \leq N$,

$$
\alpha_{k}:=\min _{j \neq|k|}\left|\omega^{2} k^{2}-\lambda_{k, j}\right| \geq \frac{c \gamma}{|k|^{\tau-1}}>0, \quad \alpha_{0} \geq \frac{1}{2},
$$

and

$$
\begin{equation*}
\left\|\left|D_{k}\right|^{-1 / 2} u\right\|_{H^{1}} \leq \frac{2}{\sqrt{\alpha_{k}}}\|u\|_{H^{1}} . \tag{61}
\end{equation*}
$$

Proof. Lemmae 4.3 and 4.2 of [3].

Lemma 5.3 (Estimate of $|D|^{-1 / 2}$ ) Let $\delta \in \Delta_{N}^{\gamma, \tau}\left(v_{1}, w\right) . \forall s^{\prime} \geq 0$

$$
\begin{equation*}
\left\||D|^{-1 / 2} h\right\|_{s^{\prime}} \leq \frac{C}{\sqrt{\gamma}}\|h\|_{s^{\prime}+\frac{\tau-1}{2}}, \quad \forall h \in W^{(N)} \tag{62}
\end{equation*}
$$

whence, by (35),

$$
\begin{equation*}
\left\||D|^{-1 / 2} h\right\|_{s^{\prime}} \leq C \frac{N^{\frac{\tau-1}{2}}}{\sqrt{\gamma}}\|h\|_{s^{\prime}}, \quad \forall h \in W^{(N)} \tag{63}
\end{equation*}
$$

Proof. Corollary 4.2 of [3].

### 5.2 Inversion of $\mathcal{L}_{N}$

Write

$$
\mathcal{L}_{N}=D-\mathcal{M}_{1}-\mathcal{M}_{2}=|D|^{1 / 2} U\left(I-U^{-1} \mathcal{R}_{1}-U^{-1} \mathcal{R}_{2}\right)|D|^{1 / 2}
$$

where

$$
U:=|D|^{-1 / 2} D|D|^{-1 / 2} \quad \text { and } \quad \mathcal{R}_{i}:=|D|^{-1 / 2} \mathcal{M}_{i}|D|^{-1 / 2}, \quad i=1,2 .
$$

Lemma 5.4 $U$ is invertible and $\forall s^{\prime} \geq s$,

$$
\begin{equation*}
\left\|U^{-1} h\right\|_{s^{\prime}}=\|h\|_{s^{\prime}}\left(1+O\left(\varepsilon\left\|a_{0}\right\|_{H^{1}}\right)\right) \quad \forall h \in W^{(N)} \tag{64}
\end{equation*}
$$

Proof. Lemma 4.4 of [3].
Lemma 5.5 (Analysis of the Small Divisors) Let $\delta \in \Delta_{N}^{\gamma, \tau}\left(v_{1}, w\right)$. There exists $C>0$ such that, $\forall l \neq k$,

$$
\begin{equation*}
\frac{1}{\alpha_{k} \alpha_{l}} \leq C \frac{|k-l|^{2 \sigma}}{\gamma^{2}|\varepsilon|^{\tau-1}}, \quad \sigma:=\frac{\tau(\tau-1)}{2-\tau} \tag{65}
\end{equation*}
$$

Proof. Lemma 4.5 of [3].
In Lemma 4.8 of [3] we had shown that the operator $\mathcal{R}_{1}$ acts somehow as a multiplication operator for a function with higher regularity, with $\sigma$ more derivatives. It is therefore natural to expect also a Moser type estimate for $\mathcal{R}_{1}$ like (12). This is the content of the next lemma.

Lemma 5.6 (Bound of $\left.\mathcal{R}_{1}\right) \forall s^{\prime} \geq s$

$$
\begin{equation*}
\left\|\mathcal{R}_{1} h\right\|_{s^{\prime}} \leq K_{1} \gamma^{-1}|\varepsilon|^{\frac{3-\tau}{2}}\left(\|h\|_{s^{\prime}}+\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right), \quad \forall h \in W^{(N)} \tag{66}
\end{equation*}
$$

for some constant $K_{1}:=K_{1}\left(s^{\prime}\right)>0$.
Proof. For $h \in W^{(N)}$,

$$
\mathcal{R}_{1} h=\sum_{|k| \leq N}\left(\mathcal{R}_{1} h\right)_{k} \exp (\mathrm{i} k t)=\varepsilon|D|^{-1 / 2} P_{N} \Pi_{W}\left(\bar{a}(t, x)|D|^{-1 / 2} h\right)
$$

with

$$
\begin{equation*}
\left(\mathcal{R}_{1} h\right)_{k}=\varepsilon\left|D_{k}\right|^{-1 / 2} \pi_{k}\left(\bar{a}|D|^{-1 / 2} h\right)_{k}=\varepsilon\left|D_{k}\right|^{-1 / 2} \pi_{k}\left[\sum_{|l| \leq N} \bar{a}_{k-l}\left|D_{l}\right|^{-1 / 2} h_{l}\right] . \tag{67}
\end{equation*}
$$

Set $A_{m}:=\left\|\bar{a}_{m}(x)\right\|_{H^{1}}$. From (67), (61) and (65), using that $A_{0}=0$,

$$
\left\|\left(\mathcal{R}_{1} h\right)_{k}\right\|_{H^{1}} \leq|\varepsilon| C \sum_{|l| \leq N, l \neq k} \frac{A_{k-l}}{\sqrt{\alpha_{k}} \sqrt{\alpha_{l}}}\left\|h_{l}\right\|_{H^{1}} \stackrel{(65)}{\leq} \frac{C^{\prime}}{\gamma}|\varepsilon|^{\frac{3-\tau}{2}} \sum_{|l| \leq N} A_{k-l}|k-l|^{\sigma}\left\|h_{l}\right\|_{H^{1}}
$$

whence

$$
\begin{align*}
\left\|\mathcal{R}_{1} h\right\|_{s^{\prime}}^{2} & =\sum_{|k| \leq N}\left(k^{2 s^{\prime}}+1\right)\left\|\left(\mathcal{R}_{1} h\right)_{k}\right\|_{H^{1}}^{2} \leq \frac{C^{2}}{\gamma^{2}}|\varepsilon|^{3-\tau} \sum_{|k| \leq N}\left(k^{2 s^{\prime}}+1\right) s_{k}^{2} \\
& =\frac{C^{2}}{\gamma^{2}}|\varepsilon|^{3-\tau}\|\widetilde{s}\|_{s^{\prime}}^{2} \tag{68}
\end{align*}
$$

where we have set

$$
\widetilde{s}(t):=\sum_{|k| \leq N} s_{k} \exp (\mathrm{i} k t) \quad \text { with } \quad s_{k}:=\sum_{|l| \leq N} A_{k-l}|k-l|^{\sigma}\left\|h_{l}\right\|_{H^{1}}, s_{-k}=s_{k}
$$

It turns out that $\widetilde{s}=P_{N}(\widetilde{a} \widetilde{c})$ where $\widetilde{a}(t):=\left.\sum_{l \in \mathbf{Z}}|l|\right|^{\sigma} A_{l} \exp (\mathrm{i} l t)$ and $\widetilde{c}(t):=\sum_{|l| \leq N}\left\|h_{l}\right\|_{H^{1}} \exp (\mathrm{i} l t)$. Therefore, by (68) and since $s, s^{\prime}>1 / 2$, applying the estimates on the product of Lemma 2.1,

$$
\begin{aligned}
\left\|\mathcal{R}_{1} h\right\|_{s^{\prime}} & \leq C \gamma^{-1}|\varepsilon|^{\frac{3-\tau}{2}}\|\widetilde{a} \widetilde{c}\|_{s^{\prime}} \\
& \leq C\left(s^{\prime}\right) \gamma^{-1}|\varepsilon|^{\frac{3-\tau}{2}}\left(\|\widetilde{a}\|_{s}\|\widetilde{c}\|_{s^{\prime}}+\|\widetilde{a}\|_{s^{\prime}}\|\widetilde{c}\|_{s}\right) \\
& \leq C\left(s^{\prime}\right) \gamma^{-1}|\varepsilon|^{\frac{3-\tau}{2}}\left(\|a\|_{s+\sigma}\|h\|_{s^{\prime}}+\|a\|_{s^{\prime}+\sigma}\|h\|_{s}\right)
\end{aligned}
$$

since $\|\widetilde{a}\|_{s^{\prime}} \leq\|a\|_{s^{\prime}+\sigma}$ and $\|\widetilde{c}\|_{s^{\prime}}=\|h\|_{s^{\prime}}, \forall s^{\prime}$. By (59) and (60) we deduce (66).
Remark 5.1 The loss of $\sigma$ derivatives in the previous Lemma is due to the small divisors estimate (65) which is absorbed by the polynomial decay of the coefficients $A_{m}$.

Lemma 5.7 (Bound of $\mathcal{R}_{2}$ ) $\forall s^{\prime} \geq s$

$$
\begin{equation*}
\left\|\mathcal{R}_{2} h\right\|_{s^{\prime}} \leq K_{2} \frac{|\varepsilon|}{\gamma}\left(\|h\|_{s^{\prime}}+\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right), \quad \forall h \in W^{(N)} \tag{69}
\end{equation*}
$$

for some $K_{2}:=K_{2}\left(s^{\prime}\right)>0$.
Proof. Fix some $\tilde{s} \in(1 / 2, \min (1, s))$. Recalling that

$$
\mathcal{R}_{2} h:=\varepsilon|D|^{-1 / 2} P_{N} \Pi_{W}\left(a(t, x) D_{w} v_{2}\left[|D|^{-1 / 2} h\right]\right)
$$

we have

$$
\begin{align*}
\left\|\mathcal{R}_{2} h\right\|_{s^{\prime}} & \stackrel{(62)}{\leq} C \frac{|\varepsilon|}{\sqrt{\gamma}}\left\|P_{N} \Pi_{W}\left(a D_{w} v_{2}\left[|D|^{-1 / 2} h\right]\right)\right\|_{s^{\prime}+\frac{\tau-1}{2}} \\
& \leq C \frac{|\varepsilon|}{\sqrt{\gamma}}\left\|a D_{w} v_{2}\left[|D|^{-1 / 2} h\right]\right\|_{s^{\prime}+\frac{\tau-1}{2}} \\
& \stackrel{(12)}{\leq} C \frac{|\varepsilon|}{\sqrt{\gamma}}\left(\|a\|_{s^{\prime}+\frac{\tau-1}{2}}\left\|D_{w} v_{2}\left[|D|^{-1 / 2} h\right]\right\|_{\tilde{s}}+\|a\|_{\tilde{s}}\left\|D_{w} v_{2}\left[|D|^{-1 / 2} h\right]\right\|_{s^{\prime}+\frac{\tau-1}{2}}\right) . \tag{70}
\end{align*}
$$

By (29) and since $(\tau-1) / 2<\sigma, \tilde{s} \leq 2$,

$$
\begin{align*}
\|a\|_{s^{\prime}+\frac{\tau-1}{2}}\left\|D_{w} v_{2}\left[|D|^{-1 / 2} h\right]\right\|_{\tilde{s}} & \leq C\|a\|_{s^{\prime}+\sigma}\left\||D|^{-1 / 2} h\right\|_{0} \\
& \leq \frac{C\left(s^{\prime}+\sigma\right)}{\sqrt{\gamma}}\left(1+\|w\|_{s^{\prime}+\sigma}\right)\|h\|_{s} \tag{71}
\end{align*}
$$

by (59), (62) and because $(\tau-1) / 2<1 / 2<s$. We then distinguish two cases.
1 st case : $s^{\prime}+(\tau-1) / 2 \leq 2$. Then, by (60), (29) and the inequality $\tilde{s} \leq s$,

$$
\begin{equation*}
\|a\|_{\tilde{s}}\left\|D_{w} v_{2}\left[|D|^{-1 / 2} h\right]\right\|_{s^{\prime}+\frac{\tau-1}{2}} \leq C\left\||D|^{-1 / 2} h\right\|_{0} \stackrel{(62)}{\leq} \frac{C}{\sqrt{\gamma}}\|h\|_{\frac{\tau-1}{2}} \leq \frac{C}{\sqrt{\gamma}}\|h\|_{s^{\prime}} . \tag{72}
\end{equation*}
$$

2nd case : $s^{\prime}+(\tau-1) / 2>2$. In particular, $s^{\prime}>3 / 2>\tilde{s}+1 / 2$. By (60) and (28), which is still valid when $s$ is replaced with $\tilde{s}$,

$$
\begin{align*}
\|a\|_{\tilde{s}}\left\|D_{w} v_{2}\left[|D|^{-1 / 2} h\right]\right\|_{s^{\prime}+\frac{\tau-1}{2}} & \leq C\left(1+\|w\|_{s^{\prime}+\frac{\tau-1}{2}-2}\right)\left\||D|^{-1 / 2} h\right\|_{\tilde{s}}+C\left\||D|^{-1 / 2} h\right\|_{s^{\prime}+\frac{\tau-1}{2}-2} \\
& \stackrel{(62)}{\leq} \frac{C}{\sqrt{\gamma}}\left(\left(1+\|w\|_{s^{\prime}-1 / 2}\right)\|h\|_{\tilde{s}+1 / 2}+\|h\|_{s^{\prime}+\tau-3}\right) \\
& \stackrel{(13)}{\leq} \frac{C}{\sqrt{\gamma}}\left(\|w\|_{s^{\prime}}\|h\|_{\tilde{s}}+\|h\|_{s^{\prime}}\right) \tag{73}
\end{align*}
$$

using $\tau-3 \leq 0, \tilde{s}+1 / 2 \leq s^{\prime}$ and $\|w\|_{\tilde{s}} \leq\|w\|_{s+\sigma} \leq 1$ as assumed in (38). Estimate (69) is a consequence of (70), (71), and (72) or (73).

Next define

$$
\mathcal{R}:=U^{-1} \mathcal{R}_{1}+U^{-1} \mathcal{R}_{2}
$$

Lemma 5.8 $\forall p \in \mathbf{N}, \forall s^{\prime} \geq s$,

$$
\begin{equation*}
\left\|\mathcal{R}^{p} h\right\|_{s^{\prime}} \leq\left(K_{3}|\varepsilon|^{\frac{1}{2}} \gamma^{-1}\right)^{p}\left(\|h\|_{s^{\prime}}+p\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right), \quad \forall h \in W^{(N)} \tag{74}
\end{equation*}
$$

where $K_{3}=4\left(K_{1}\left(s^{\prime}\right)+K_{2}\left(s^{\prime}\right)\right)$.
Proof. By induction. Statement (74) is true for $p=1$ because, by Lemma 5.4, 5.6 and 5.7 , for $\varepsilon$ small enough, $\forall s^{\prime} \geq s, \tau \in(1,2)$,

$$
\begin{equation*}
\|\mathcal{R} h\|_{s^{\prime}} \leq\left\|U^{-1} \mathcal{R}_{1} h\right\|_{s^{\prime}}+\left\|U^{-1} \mathcal{R}_{2} h\right\|_{s^{\prime}} \leq K^{\prime} \frac{|\varepsilon|^{1 / 2}}{\gamma}\left(\|h\|_{s^{\prime}}+\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right) \tag{75}
\end{equation*}
$$

with $K^{\prime}:=2\left(K_{1}\left(s^{\prime}\right)+K_{2}\left(s^{\prime}\right)\right)$.
Next, suppose (74) holds for $p$. We want to prove it for $p+1$. By induction

$$
\begin{aligned}
\left\|\mathcal{R}^{p+1} h\right\|_{s^{\prime}} & =\left\|\mathcal{R}^{p}(\mathcal{R} h)\right\|_{s^{\prime}} \\
& \stackrel{(74)}{\leq}\left(K_{3} \gamma^{-1}|\varepsilon|^{\frac{1}{2}}\right)^{p}\left(\|\mathcal{R} h\|_{s^{\prime}}+p\|w\|_{s^{\prime}+\sigma}\|\mathcal{R} h\|_{s}\right) \\
& \stackrel{(75)}{\leq}\left(K_{3} \gamma^{-1}|\varepsilon|^{\frac{1}{2}}\right)^{p}\left(K^{\prime} \gamma^{-1}|\varepsilon|^{\frac{1}{2}}\left(\|h\|_{s^{\prime}}+\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right)\right. \\
& \left.\stackrel{(38)}{+} p\|w\|_{s^{\prime}+\sigma} 2 K^{\prime} \gamma^{-1}|\varepsilon|^{\frac{1}{2}}\|h\|_{s}\right) \\
& =K_{3}^{p}\left(\gamma^{-1}|\varepsilon|^{\frac{1}{2}}\right)^{p+1} K^{\prime}\left(\|h\|_{s^{\prime}}+(1+2 p)\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right) \\
& \leq K_{3}^{p}\left(\gamma^{-1}|\varepsilon|^{\frac{1}{2}}\right)^{p+1} 2 K^{\prime}\left(\|h\|_{s^{\prime}}+(1+p)\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right) \\
& =\left(K_{3} \gamma^{-1}|\varepsilon|^{\frac{1}{2}}\right)^{p+1}\left(\|h\|_{s^{\prime}}+(1+p)\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right)
\end{aligned}
$$

because $K_{3}=2 K^{\prime}$. This proves the statement.
Finally we consider the Newmann-power series for the inverse

$$
(I-\mathcal{R})^{-1}=I+\sum_{p \geq 1} \mathcal{R}^{p}
$$

Lemma 5.9 (Newmann series) There is $\mu\left(s^{\prime}\right)>0$ such that $\forall s^{\prime} \geq s, \forall|\varepsilon|^{\frac{1}{2}} \gamma^{-1} \leq \mu\left(s^{\prime}\right)$,

$$
\begin{equation*}
\left\|(I-\mathcal{R})^{-1} h\right\|_{s^{\prime}} \leq 2\left(\|h\|_{s^{\prime}}+\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right) \tag{76}
\end{equation*}
$$

Proof. Using (74)

$$
\begin{aligned}
\left\|(I-\mathcal{R})^{-1} h\right\|_{s^{\prime}} & \leq\|h\|_{s^{\prime}}+\sum_{p \geq 1}\left\|\mathcal{R}^{p} h\right\|_{s^{\prime}} \\
& \leq\|h\|_{s^{\prime}}+\sum_{p \geq 1}\left(K_{3} \gamma^{-1}|\varepsilon|^{\frac{1}{2}}\right)^{p}\left(\|h\|_{s^{\prime}}+p\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right) \\
& \leq 2\|h\|_{s^{\prime}}+2\|w\|_{s^{\prime}+\sigma}\|h\|_{s}
\end{aligned}
$$

taking $K_{3}|\varepsilon|^{\frac{1}{2}} \gamma^{-1}$ small enough.
Proof of property ( $P 5$ ) completed. We have

$$
\mathcal{L}_{N}^{-1}=|D|^{-1 / 2}(I-\mathcal{R})^{-1} U^{-1}|D|^{-1 / 2}
$$

whence

$$
\begin{aligned}
\left\|\mathcal{L}_{N}^{-1} h\right\|_{s^{\prime}} & \stackrel{(63)}{\leq} C \frac{N^{\frac{\tau-1}{2}}}{\sqrt{\gamma}}\left\|(I-\mathcal{R})^{-1} U^{-1}|D|^{-1 / 2} h\right\|_{s^{\prime}} \\
& \stackrel{(76)}{\leq} C \frac{N^{\frac{\tau-1}{2}}}{\sqrt{\gamma}}\left(\left\|U^{-1}|D|^{-1 / 2} h\right\|_{s^{\prime}}+\|w\|_{s^{\prime}+\sigma}\left\|U^{-1}|D|^{-1 / 2} h\right\|_{s}\right) \\
& \stackrel{(64)}{\leq} C \frac{N^{\frac{\tau-1}{2}}}{\sqrt{\gamma}}\left(\left\||D|^{-1 / 2} h\right\|_{s^{\prime}}+\|w\|_{s^{\prime}+\sigma}\left\|\left.D\right|^{-1 / 2} h\right\|_{s}\right) \\
& \stackrel{(63)}{\leq} C \frac{N^{\tau-1}}{\gamma}\left(\|h\|_{s^{\prime}}+\|w\|_{s^{\prime}+\sigma}\|h\|_{s}\right)
\end{aligned}
$$

completing the proof of property ( $P 5$ ).

## References

[1] Bambusi D., Paleari S., Families of periodic solutions of resonant PDEs, J. Nonlinear Sci., 11, 69-87, 2001.
[2] Berti M., Bolle P., Periodic solutions of nonlinear wave equations with general nonlinearities, Comm. Math. Phys. Vol. 243, 2, 315-328, 2003.
[3] Berti M., Bolle P., Cantor families of periodic solutions for completely resonant nonlinear wave equations, Duke Mathematical Journal, 134, issue 2, 359-419, 2006.
[4] Bourgain J., Construction of quasi-periodic solutions for Hamiltonian perturbations of linear equations and applications to nonlinear PDE, Internat. Math. Res. Notices, no. 11, 1994.
[5] Bourgain J., Quasi-periodic solutions of Hamiltonian perturbations of $2 D$ linear Schrödinger equations, Ann. of Math., 148, 363-439, 1998.
[6] Bourgain J., Green's function estimates for lattice Schrdinger operators and applications, Annals of Mathematics Studies, 158. Princeton University Press, Princeton, NJ, 2005.
[7] Chierchia L., You J., KAM tori for 1D nonlinear wave equations with periodic boundary conditions, Comm. Math. Phys. 211, no. 2, 497-525, 2000.
[8] Craig W., Problèmes de petits diviseurs dans les équations aux dérivées partielles, Panoramas et Synthèses, 9, Société Mathématique de France, Paris, 2000.
[9] Craig W., Wayne E., Newton's method and periodic solutions of nonlinear wave equation, Comm. Pure and Appl. Math, vol. XLVI, 1409-1498, 1993.
[10] Eliasson H., Kuksin S., KAM for non-linear Schrödinger equation, Preprint 2006.
[11] Fröhlich J., Spencer T., Absence of diffusion in the Anderson tight binding model for large disorder or low energy, Comm. Math. Phys. 88, 2, 151-184, 1983.
[12] Gentile G., Mastropietro V., Procesi M. Periodic solutions for completely resonant nonlinear wave equations, Comm. Math. Phys, 256, no. 2, 437-490, 2005.
[13] Kuksin S.B., Hamiltonian perturbations of infinite-dimensional linear systems with imaginary spectrum, Funktsional. Anal. i Prilozhen. 21, no. 3, 22-37, 95, 1987.
[14] Kuksin S.B., Analysis of Hamiltonian PDEs Oxford Lecture Series in Mathematics and its Applications. 19. Oxford University Press, 2000.
[15] Kuksin S., Pöschel J., Invariant Cantor manifolds of quasi-periodic oscillations for a nonlinear Schrödinger equation, Ann. of Math, 2, 143, no. 1, 149-179, 1996.
[16] Moser J., A new technique for the construction of solutions of nonlinear differential equations, Proc. Nat. Acad. Sci., 47, pp. 1824-1831, 1961.
[17] Moser J., A rapidly convergent iteration method and non-linear partial differential equations, Ann. Scuola Normale Sup., Pisa, 3, 20, 499-535, 1966.
[18] Schwartz J., Nonlinear functional Analysis, Gordon and Breach Science Publishers, New York-London-Paris, 1969.
[19] Su H.W., Persistence of periodic solutions for the nonlinear wave equation: a case of finite regularity, PhD Thesis, Brown University, 1998.
[20] Taylor M., Partial Differential equations, Vol. III, Springer-Verlag, New York, 1997.
[21] Wayne E., Periodic and quasi-periodic solutions of nonlinear wave equations via KAM theory, Commun. Math. Phys. 127, No.3, 479-528, 1990.
[22] Yuan X. A KAM theorem with applications to partial differential equations of higher dimension, to appear Comm. Math. Phys..


[^0]:    *Dipartimento di Matematica e Applicazioni, R. Caccioppoli, Universitá Federico II, Via Cintia, Monte S. Angelo, I-80126 Napoli, Italy, m.berti@unina.it.
    ${ }^{\dagger}$ Laboratoire d'Analyse non linéaire et Géométrie, Université d'Avignon, 33, rue Louis Pasteur, 84000 Avignon, France, philippe.bolle@univ-avignon.fr.

[^1]:    ${ }^{1}$ The symbol $[a]$ denotes the integer part of $a \in \mathbf{R}$.

