
Homework — Instructor: Lexing Ying

Problem 1. In the discussion of the fast Fourier transform, we assumed that the size of the
vector n is an integer power of 2. Derive a similar fast Fourier transform when n = 3k for k ∈ Z.

Problem 2. Assume that a matrix M is of form

M =
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Find an algorithm that computes y = Mx in O(n log n) steps and implement it in Matlab.
Hint: Extend M to a 2n×2n cyclic matrix. In Matlab, the functions fft(...) and ifft(...)

implement the forward and inverse Fourier transforms.

Problem 3. Assume that M is an n× n matrix of form M = (αjk)0≤j,k≤n−1 where α is a fixed
constant. Find an algorithm that computes y = Mx in O(n log n) time and implement it in Matlab.

Hint: Multiply M with two diagonal matrices, A = diag(α−j2/2) on the left and B = diag(α−k2/2)
on the right. What is the resulting matrix? Can we reuse the result of Problem 2 now?

Problem 4. In the discussion of the butterfly algorithm, we assumed that, for any two intervals
A,B in [0, N ] with widths wAwB = N and for any ε > 0, there exists a number rε that depends
only on ε and functions {αAB

t (x)}1≤t≤rε and {βAB
t (ξ)}1≤t≤rε such that∣∣∣∣∣G(x, ξ)−

rε∑
t=1

αAB
t (x)βAB

t (ξ)

∣∣∣∣∣ ≤ ε ∀x ∈ A,∀ξ ∈ B

Prove this for the case of G(x, ξ) = e2πixξ/N .
Hint: Renormalize A and B to the interval [0, 1] and use Taylor expansion to the kernel G(x, ξ).

You also need to use the Stirling formula at a certain point.
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